Introduction

We provide an overview of how the underlying philosophy of chemometrics is integrated throughout metabonomic studies. Four steps are demonstrated: (1) definition of the aim, (2) selection of objects, (3) sample preparation and characterization, and (4) evaluation of the collected data. This includes the tools applied for linear modeling, for example, Statistical Experimental Design (SED), Principal Component Analysis (PCA), Partial least-squares (PLS), Orthogonal-PLS (OPLS), and dynamic extensions thereof. This is illustrated by examples from the literature.
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Multivariate Design

The objective of experimental design is to plan and conduct experiments in order to extract the maximum amount of information in the fewest number of experimental runs. The basic idea is to devise a small set of experiments, in which all pertinent factors are varied systematically. This set usually does not include more than 10–20 experiments. By adding additional experiments, one can investigate factors more thoroughly, for example, the time dependence from two to five time points. In addition, the noise level is decreased by means of shift). This development generates huge and complex data tables, which are hard to summarize and overview without appropriate tools. However, in biology, chemometric methodology has been largely overlooked in favor of traditional statistics. It is not until recently that the overwhelming size and complexity of the ‘omics’ technologies has driven biology toward the adoption of chemometric methods. That includes efficient and robust methods for modeling and analysis of complicated chemical/biological data tables that produce interpretable and reliable models capable of handling incomplete, noisy, and collinear data structures. These methods include principal component analysis (PCA) and partial least-squares (PLS). It is also important to stress that chemometrics also provides a means of collecting relevant information through statistical experimental design (SED).

The underlying philosophy of chemometrics, in combination with the chemometrical toolbox, can efficiently be applied throughout a metabonomic study. The philosophy is needed already from the start of a study through the whole process to the biological interpretation.

The Study Design: Make Data Contain Information. The metabonomics approach is more demanding on the quality, accuracy, and richness of information in data sets. Statistical Experimental Design (SED)5,6 is recommended to be used throughout the whole process, from defining the aim of the study to the final extraction of information.

The objective of experimental design is to plan and conduct experiments in order to extract the maximum amount of information in the fewest number of experimental runs. The basic idea is to devise a small set of experiments, in which all pertinent factors are varied systematically. This set usually does not include more than 10–20 experiments. By adding additional experiments, one can investigate factors more thoroughly, for example, the time dependence from two to five time points. In addition, the noise level is decreased by means of
averaging, the functional space is efficiently mapped, and interactions and synergisms are seen. Antti et al. have applied a statistical experimental design to investigate the effect of the dose of hydrazine and time on liver toxicity. The result from the NMR and clinical chemistry was evaluated by PLS. The PLS analysis could also reveal the correlation pattern between the different blocks as well as within blocks according to dose, time, and the interaction between time and dose.

**Extract Information from Data.** In metabonomic studies, the observations and samples are often characterized using modern instrumentation such as GC–MS, LC–MS, and LC–NMR spectroscopy. The analytical platform is important and largely determined by the biological system and the scientific question.

Multivariate analyses based on projection methods represent a number of efficient and useful methods for the analysis and modeling of these complex data. Principal Component Analysis (PCA) is the workhorse in chemometrics. PCA makes it possible to extract and display the systematic variation in the data. A PCA model provides a summary, or overview, of all observations or samples in the data table. In addition, groupings, trends, and outliers can also be found. Hence, projection-based methods represent a solid basis for metabonomic analysis. Canonical correlation, correspondence analysis, neural networks, Bayesian modeling, and hidden Markov models represent additional modeling methods but are outside the scope of this review.

Metabonomic studies typically constitute a set of controls and treated samples, including additional knowledge of the samples, for example, dose, age, gender, and diet. In these situations, a more focused evaluation and analysis of the data is possible. That is, rather than asking the question “What is there?”, one can start to ask, “What is its relation to?” or “What is the difference between?”. In modeling, this additional knowledge constitutes an extra data table, that is, a Y matrix. Partial least-squares (PLS) and Orthogonal-PLS (OPLS) represent two modeling methods for relating two data tables. The Y data table can be both quantitative (e.g., age, dose concentration) and qualitative (e.g., control/treated) data.

**Chemometric Approach to Metabonomic Studies**

1. **Step 1: Define the Aim.** It is important to formulate the objectives and goals of the metabonomic study. A number of questions have to be answered and/or taken into consideration in both the design of study as well as in the evaluation of the outcome. For example, What is previously known? What additional information is needed? How to reach the objectives; thst is, what experiments are needed and how to perform them? If these questions cannot be answered, there is no point to continue.

2. **Step 2: Selection of Objects.** The selection of the objects (e.g., samples, individuals) needs to span the experimental domain in a balanced and systematic manner. To be able to do this, we have to characterize the objects with both measured and observed descriptors. This often includes setting up specific inclusion and exclusion criteria for the study, such as age span (e.g., 18–45 years), body mass index (e.g., 20–30), medicinal chemistry profiles (e.g., lipids, glucose), gender, tobacco habits, and use of drugs. In addition to those criteria, additional information regarding each object is collected by questionnaires that include life style factors, food and drinking habits, social situation, and so on. This collected information represents a multivariate profile (with K-descriptors) for each object that is a fingerprint of its inherent properties.

Geometrically, the multivariate profile represents one point in K-dimensional space, whose position (coordinates) in this space is given by the values in each descriptor. For multiple profiles, it is possible to construct a two-dimensional data table, an X matrix, by stacking each multivariate profile on top of each other. The N rows then produce a swarm of points in K-dimensional space.

2.1. **Projection-Based Methods.** The main, underlying assumption of projection-based methods is that the system or process under consideration is driven by a small number of latent variables (LVs). Thus, projection-based methods can be regarded as a data analysis toolbox, for indirect observation of these LVs. This class of models is conceptually very different from traditional regression models with independent predictor variables. They are able to handle many, incomplete, and correlated predictor variables in a simple and straightforward way, hence their wide use.

Projection methods convert the multidimensional data table into a low-dimensional model plane that approximates all rows (e.g., objects or observations) in X, that is, the swarm of points. The first PCA model component (t1p1T) describes the largest variation in the swarm of points. The second component models the second largest variation and so on. All PCA components are mutually linearly orthogonal to each other see Figure 1. The scores (T) represent a low-dimensional plane that closely approximates X, that is, the swarm of points. A scatter plot of the first two score vectors (t1–t2) provides a summary, or overview, of all observations or samples in the data table. Groupings, trends, and outliers are revealed. The position of each object in the model plane is used to relate objects to each other. Hence, objects that are close to each other have a similar multivariate profile, given the K-descriptors. Conversely, objects that lie far from each other have dissimilar properties.

Analogous to the scores, the loading vectors (p1,p2) define the relation among the measured variables, that is, the columns in the X matrix. A scatter plot, also known as the loading plot, shows the influence (weight) of the individual X-variables in the model. An important feature is that directions in the score plot correspond to directions in the loading plot, for example, for identifying which variables (loadings) separate different groups of objects (the scores). This is a powerful tool for understanding the underlying patterns in the data. Hence, projection-based methods represent a solid basis for metabonomic analysis.

The part of X that is not explained by the model forms the residuals (E) and represents the distance between each point in K-space and its projection on the plane. The scores, loadings, and residuals together describe all of the variation in X.

\[ X = TP^T + E = t_1p_1^T + t_2p_2^T + E \]

2.2. **Multivariate Design.** The need and usefulness of experimental design in complex systems should be emphasized, because it creates a controlled setting of the environment, even though most of the variation between the different objects is uncontrolled. Multivariate design (MVD) is a combination of multivariate characterization (MVC), principal component analysis (PCA), and Statistical Experimental Design (SED) to select a diverse set of objects that represents all objects, that is, spans the variation. There is a number of different experimental designs that can be applied to span the variation in a
systematic way and obtain well-balanced data. The most commonly used are factorial designs and D-optimal design that fulfill the criteria of balanced data and orthogonality. In MVD, the principal component model scores, for example, $t_1$ and $t_2$ are used to select the objects, see Figure 2. The selection is based on diversity between the objects.

3. Step 3: Sample Preparation and Characterization. In metabonomics, it is important to keep the experimental and biological variation at a minimum. At the same time, the metabolic analysis should be global, quantitative, robust, reproducible, accurate, and interpretable. In addition, the physicochemical diversity of metabolites (amino acids, fatty acids, carbohydrates, and organic acids) raises problems for extraction and working procedures for different analytical techniques. Here, statistical design of experiments represents an important strategy to systematically investigate factors and optimize the experimental protocols. Typical working procedures for NMR spectroscopy for biofluids and tissue extraction are found in Appendix 4, in the SMRS Policy document. For GC–MS, see refs 28 and 29.

Dumas et al. assessed the analytical reproducibility of human urine samples characterized by H-NMR in the INTERMAP study. INTERMAP was launched in 1996 to investigate the relationship of multiple dietary variables to blood pressure. The conclusion was that most errors are due to specimen handling inhomogeneity.

Multiple factor analysis (MFA) was used by Dumas et al. to integrate NMR and MS data for metabolic fingerprinting on cattle treated with anabolic steroids. Only minor overlap was found in the correlation structure between the MS and NMR variables. They underline the relation of a multivariate profile not only to the biological information content, but also to its inherent signature from the analytical instrument used.

4. Step 4: Evaluation of the Collected Data. In contrast to an $^1$H-NMR spectrum, data collected from hyphenated instruments such as GC–MS, LC–MS, and UPLC-NMR must be processed before multivariate analysis. The reason is the two-dimensional nature (e.g., chromatogram/mass spectra) of the data for each sample. Curve resolution or deconvolution methods are mainly applied for data processing that result

---

**Figure 1.** A principal component analysis (PCA) model approximates the variation in a data table by a low dimensional model plane. This model plane provides a score plot, where the relation among the observations or samples in the model plane is visualized, for example, if there are any groupings, trends, or outliers. The loading plot describes the influence of the variables in the model plane, and the relation among them. An important feature is that directions in the score plot correspond to directions in the loading plot, and vice versa.

**Figure 2.** Four objects are selected according to a multivariate design that spans the biological variation.
alignment methods have been developed. Variability of modeling. Because of this, a multitude of different peak variability in NMR peak shifts cause problems for statistical data table should define the same property over all samples, in a multivariate profile for each sample. Since a variable in a

data table should define the same property over all samples, variability in NMR peak shifts cause problems for statistical modeling. Because of this, a multitude of different peak alignment methods have been developed. Variability of chemical shifts in H-NMR spectra of biofluids, for example, due to pH variation, metal-ion concentrations, and chemical exchange phenomena, has spurred the development of bucketing and peak alignment methods. A commonly used method involves bucketing the data, where signal integration within spectral regions is performed. An alternative approach has been to use automatic peak alignment methods to resolve the problem of peak position variation. Stoyanova et al. removed the positional noise using PCA. Forshed et al. and Lee et al. have applied genetic algorithms to align segments of spectra to determine the misalignment across a series of NMR spectra. Cloarec et al. applied the OPLS method to evaluate the influence of typical peak position variation on the robustness of pattern recognition methods and demonstrated that the inclusion of variable peak position can be beneficial and lead to useful biochemical information. Typically, alignment methods rely upon having a master or reference profile.

Projection-based methods are sensitive to scaling of the variables. Scaling of variables changes the length of each axis in the $K$-dimensional space. The primary objective of scaling is to reduce the noise in the data, and thereby enhance the information content and quality. Column centring, whereby the mean trajectory is removed from the data, is followed by either no scaling or pareto scaling of the variables. Pareto scaling is recommended for metabonomic data and is done by dividing each variable by the square root of its standard deviation.

Principal component analysis is used to get an overview of the multivariate profiles. Examining the scatter plot of the first two score vectors ($t_1 - t_2$) reveals the homogeneity of the data, any groupings, outliers, and trends. Strong outliers are found as deviating points in the scatter plot. The Hotelling's $T^2$ region, shown as an ellipse in Figure 3 (left panel), defines the 95% confidence interval of the modeled variation. Outliers may also be detected in the model residuals. The distance to model plot (DModX) can be used and is a statistical test for detecting outliers based on the model residual variance; see Figure 3 (right panel).

Interesting individual observations, such as outliers, can be examined and interpreted by the contribution plot. It displays the weighted difference between the observation and the model center. Hence, we can identify what is unique (deviating) for an observation compared to “normality”. Similarly, the contribution plot can also be used for comparing different observations.

PCA modeling was used to assess the statistical differentiation between the groups, and the covariance loadings plot for biochemical interpretation. One example is the paper by Akira et al. wherein the biochemical changes between hypertensive rats and their normotensive controls to provide insight into blood pressure regulation was investigated. The design study included six male rats from each class, and urine was sampled twice at 12 and 26 weeks of age. PCA have been frequently applied in the evaluation of metabonomic data and should be the method of choice for obtaining an overview, find clusters, and to identify outliers. For a few different examples on applications see refs 48–55.

Haluska and Powers have discussed the draw back of spectral noise when evaluating the data by PCA and suggest simply removing the noise regions by setting a threshold and only use the signals above the spectral noise in the PCA. Another approach to this would be to utilize the prior knowledge gained in "Study Design", which gives us the ability to separate the observations in at least two different classes, and thereby use more advanced multivariate methods such as SIMCA, PLS-DA, and/or OPLS-DA.

Class Specific Studies

Most of the published papers within the field are dealing with classification problems such as disease diagnosis or treated versus control, that is, to identify a group of control observations and another group of observations known to have a specific disease. In a number of papers, several classes can be identified, but in all of these papers, the evaluation has been made as a two-class case.

Two-class problem: Disease and control observations define two separate classes.

One-class problem: Only disease observations define a class; control samples are too heterogeneous, for example, due to other variations caused by diseases, gender, age, diet, lifestyle, genes, unknown factors, and so on.
Soft Independent Modeling of Class Analogy (SIMCA). The SIMCA method is a supervised classification method based on PCA. The idea is to construct a separate PCA model for each known class of observations. These PCA models are then used to assign the class belonging to observations of unknown class origin by the prediction of these observations into each PCA class model where the boundaries have been defined by the 95% confidence interval. Observations that are poorly predicted by the PCA class model, hence, have large residuals, are classified being outside the PCA model, and do not belong to the class.

The SIMCA model, as shown in Figure 4 (left panel), illustrates only one class of observations with strong homogeneity and is well-modeled by PCA. This is commonly referred to as the asymmetric case. In Figure 4 (right panel), there are two homogeneous classes of observations, each separately modeled by PCA. New observations are predicted into each model, and assigned as belonging to either of the classes, none of the classes, or both of the classes.

The SIMCA method is recommended to be used for the one class case, when we have one well-defined class of objects and all other objects are inhomogeneous, that is, asymmetric case. Another situation when SIMCA is the method of choice is for classification if no interpretation is needed.

Dumas et al. have evaluated the anabolic treatment signature in cattle urine using NMR by an array of different statistical methods such as, ANOVA, LDA, and SIMCA classification for a two-class case. This is a typical case when SIMCA can be used, since only separation between cattle treated with steroids and nontreated cattle is initially required and less focus is on interpretation.

A few different examples wherein SIMCA have been applied are given in refs 59–61. However, if we have information from the study design regarding classes (sick/healthy, treated vs nontreated, etc.), it is recommended to use other supervised methods such as PLS-DA in the two-class cases (or multiple class cases) and/or preferably OPLS-DA to facilitate the interpretation (Figure 5).

Partial Least-Squares (PLS) Method by Projections to Latent Structures. PLS is a method commonly used where a quantitative relationship between two data tables X and Y is sought between a matrix, X, usually comprising spectral or chromatographic data of a set of calibration samples, and another matrix, Y, containing quantitative values, for example, concentrations of endogenous metabolites. PLS can also be used in discriminant analysis, that is, PLS-DA. The Y matrix then contains qualitative values, for example, class belonging, gender, and treatment of the samples. The PLS model can be expressed by

Model of X: $X = TP^T + E$

Model of Y: $Y = TC^T + F$

PLS models are negatively affected by systematic variation in the X matrix that is not related to the Y matrix, that is, not part of the joint correlation structure between X–Y. This leads to some pitfalls regarding interpretation and has potentially major implications in our selection of metabolite biomarkers, for example, positive correlation patterns can be interpreted as negligible or even become negative.

Wang et al. used LC/MS for profiling of the plasma phospholipids in Type 2 diabetes mellitus (DM2). By PLS-DA, it was possible not only to differentiate the DM2 from the controls group, but also to identify possible biomarkers. A number of examples applying PLS-DA have been published; for example, see refs 66–70.
The Orthogonal-PLS Method (OPLS). The OPLS method is a recent modification of the PLS method. The main idea of OPLS is to separate the systematic variation in \( X \) into two parts, one that is linearly related to \( Y \) and one that is unrelated (orthogonal) to \( Y \). This partitioning of the \( X \)-data facilitates model interpretation and model execution on new samples.

In Brindle et al., PLS-DA was applied together with a multivariate preprocessing filter called orthogonal signal correction (OSC) for developing a diagnostic tool for predicting the severity of coronary heart disease based on NMR spectral profiles of human serum. The OSC filter removes the uncorrelated signals resulting in information of the within-class variation. Wagner et al. report the use of this, in a paper wherein OSC was applied to investigate the background information, which was not due to the exposure of the compound acetaminophen. As stated by Wagner et al., the OSC component surprisingly provided an additional classification of male and females. These observations lead us to discuss the OPLS method.

The OPLS model comprises two modeled variations, the \( Y \)-predictive \( (T_pP_p^T) \) and the \( Y \)-orthogonal \( (T_oP_o^T) \) components. Only the \( Y \)-predictive variation is used for the modeling of \( Y \) \( (T_pC_p^T) \).

Model of \( X \): \( X = T_pP_p^T + T_oP_o^T + E \)

Model of \( Y \): \( Y = T_pC_p^T + F \)

E and F are the residual matrices of \( X \) and \( Y \), respectively. OPLS can, analogously to PLS-DA, be used for discrimination (OPLS-DA); see, for instance, ref 19. In Figure 6, the advantages with OPLS-DA compared to PLS-DA are exemplified. The between-class variation and the within-class variation are separated by OPLS-DA but not by PLS-DA, and this facilitates the OPLS-DA model interpretation.

In Cloarec et al., a combined covariance and correlation-loading plot provided additional information on the physico-chemical variations in the data. This was done by means of coloring each covariance loading by its correlation value to class separation.

Stella et al. have illustrated the use OPLS for characterization of metabolic profile due to different diets and thereby identified difference in metabolic pattern between low-meat diet and vegetarian diet. This is the first systematic study reported on the dietary effects on the metabolism.

**Dynamic Studies**

Metabonomic studies that involve the quantification of the dynamic metabolic response are best evaluated using sequential sampling over an appropriate time course. The evaluation of human biofluid samples is further complicated by a high degree of normal physiological variation caused by genetic and lifestyle differences. Dynamic sampling makes it possible to evaluate and handle the different types of variations such as individual differences in metabolic kinetics, circadian rhythm, and fast and slow responders.

**Dynamic Sampling.** Biological processes are dynamic by nature, that is, there is a temporal progression. Some problems are caused by quick and slow responders following intervention or treatment.

For this reason, the study design is laid out as sequential samples over an appropriate time course to capture individual trajectories. Sampling period and interval are based on the expected or known pharmaco-kinetics of the expected effect. In other words, statistical experimental design is used to maximize the information content and increase the chances of capturing all possible variations of responses. This allows flexibility to the subsequent analysis and an unbiased evaluation of each individual’s kinetic profile. This also implies that the often assumed control (or pre-dose) and treated modeling approach is not optimal, as it fails to take into account the individual dynamics, for example, slow and fast responders. In addition, for dynamic studies, the traditional control group does not exist. Instead, each individual (object) is its own reference control.

Coen et al. retrieved gene expression data and performed different types of NMR experiments of liver tissue from rats dosed with acetaminophen. The design study included 70 rats, 5 time points, and 4 different dose levels. Statistical analysis
and biochemical interpretation were performed using ANOVA and PCA modeling. In Smilde et al.,76 the ANOVA-simultaneous, component analysis (ASCA) method is described as a direct generalization of analysis of variance (ANOVA) for univariate data to the multivariate case. ASCA was demonstrated on an intervention study examining the effect of vitamin C on the development of OA in guinea pigs.

Dieterle et al.77 applied metabonomics to a compound ranking toxicity study where rat urine was collected and characterized using NMR spectroscopy. The design study included controls, multiple dose groups, and two time points. Arrays of classical end points were also assessed besides the NMR profile. Statistical modeling included PCA and PLS modeling.

Bollard et al.78 presented an additional approach to dynamical studies by using the metabolic principal component trajectories to highlight the maximum effect. The data was scaled by scaling to maximum aligned and reduced trajectories (SMART), to remove differences in individual starting positions of the objects and varying magnitudes of effects and thereby facilitate the comparison between the objects. This type SMART-PCA is further illustrated in Keun et al.79 Other examples of dynamic studies wherein PCA have been used or the evaluation of data have been handled as a two-class problem with PLS-DA are given in refs 80–84.

A different approach to handling dynamic metabolic data was presented by Antti et al.80 who studied the time-dependent effect of hydrazine on the metabolic profiles for rats. Urine samples were collected from dosed rats and matched control animals at several time points up to 168 h post-dose. The samples were analyzed by NMR and evaluated by batch modeling.

**Batch Modeling.** Batch modeling86 is routinely used for analysis of industrial batch process data. A batch process has a finite duration in time, in contrast to a continuous process. By analogy, batch modeling methods are used in metabonomic studies to model the time dependency or dynamics of biological processes, for example, the evolution of a toxic substance in rats. Data collected from such studies produce a three-way data table where each dimensionality represents objects (e.g., rat urine or plant extract samples), variables (e.g., NMR shifts, m/z), and sample time points (Figure 7). Batch modeling is based on modeling two levels, the observation level and the batch level. The observation level shows the dynamics of the biological process of each object over time; see Figure 8. For multiple objects (e.g., control rats), it is possible to establish an average trajectory with upper and lower limits based on standard deviations. These indicate the normal development of the object, for example, control rats. The established control charts from the model can be used to monitor the development of new objects and is used to detect deviations from normality, for example, effect of a toxin or drug. Observed deviations from normality can be interpreted by means of contribution plots. Batch modeling is based on the assumption that a control group of objects is followed over the same time period as the treated group.

A drawback with batch modeling is that all study objects must have a similar metabolic and response rate; we cannot have slow and fast responders in the same model.

**Multi-“omics” Studies**

Lindon et al.87 discussed the huge problem of combining and using the data obtained in metabonomics studies from an array of analytical chemical methods as well as metabolic profiles from different compartments, and further on, to use these combined information for diagnosis, understanding physiological variation, drug therapy monitoring, as well as effect evaluation. If this can be handled, then metabonomics will be an integral part in the development of personalized medicine.

Attempts to approach this type of problems have been made by Klono et al.88 by studying combined genomics, proteomics, and metabolomics data. Protein and endogenous metabolites were identified as altered in rats treated with hydrazine compared with untreated controls. The design study included a control group and two dosed groups with 10 rats in each. Statistical evaluation and interpretation were performed separately and provided an insight into the underlying biochemistry. Rantala et al.89 demonstrated a novel approach using the OPLS method to integrate 2D-DIGE proteomic and NMR metabolic data from a human tumor xenograft mouse model of prostate cancer.

Yap et al.90 used partial least-squares-based cross-correlation of the variation in the liver and plasma profiles and found that an increase in liver lipids correlated to a decrease in plasma lipids; this method will work nicely for two compartments. However, the complexity will rapidly increase with the number of compartments and “omic” data. This problem has been stressed by Craig et al.91 wherein the difficulties of combining and interpreting multimomic are discussed.

One way of approaching the multicompartiment problem is presented by Martin et al.92 They have applied H-PCA followed by OPLS-DA. This resulted in a model where both inter- and intracompartiment covariance and correlations easily can be evaluated and thereby increase the understanding of biochemical mechanisms and relations between different compartments.

**Hierarchical PCA.** The idea behind hierarchical PCA is to block the variables to improve transparency and interpretability.93–95 This method operates on two or more levels. On each level, standard PCA scores and loading plots, as well as residuals and their summaries, such as DModX, are used for interpretation. The procedure for two levels can be described as follows (see Figure 9): In the first step in this case is to divide the large matrix into conceptually meaningful blocks and make a separate Principal Component Analysis for each matrix. In the next step, the principal components (scores T) from each of these models become the new variables (“super variables”) describing the systematic variation from each block. In the final
step, a PCA model fitted to this data and the hierarchical PCA model is established, see Figure 8.

The interpretation of a hierarchical model has to be done in two steps. First, the loading plots of the hierarchical model reveal which of the blocks are most important for any groupings that can be seen in the hierarchical score plot. Second, the loading plots for the blocks of interest are studied on the lower level, and in the corresponding loading plot, the original variables of importance can be identified. The Hierarchical PCA is easily extended to one type of hierarchical PLS or PLS/DA by adding a \( Y \) (response/discriminate) matrix on the upper level. The interpretation is done in analogy with PLS or PLS/DA on the upper level and as in H-PCA on the lower level.

Discussion And Future Remarks

In this review, we have provided an overview of how the underlying philosophy of chemometrics can be integrated throughout metabonomic studies. We have been able to illustrate each separate step with different examples from the literature showing the state of the art. The most common chemometrical tool used in the evaluation of a metabonomic study is PCA. PCA is always recommended as a starting point for analyzing multivariate data and will rapidly provide an overview of the information hidden in the data. Unfortunately, in a majority of the reviewed papers, the PCA method is the only tool applied. Often additional information can be extracted by using more advanced multivariate methods. In a few papers, PLS-DA and/or OPLS-DA have been used for modeling two classes of data to increase the class separation, simplify interpretation, and find potential biomarkers. For the two-class problem, OPLS-DA is recommended to obtain a clearer and more straightforward interpretation. It can also provide an understanding of the interclass variation.

A few papers also evaluate dynamic data, and one of the approaches used is batch modeling, a PLS-based method. A major drawback with this method is the assumption that all study objects have similar starting profiles and dynamics, for example, responding at the same metabolic rate to a treatment. This problem may be controlled by using a multivariate design for selecting the objects and thereby introduce a “controlled” biological variation.

There is a general lack in applying statistical experimental design (SED) to ensure balanced data and to have a defined experimental domain. The problems with multiomics data and combining data from different compartments have been discussed in a few papers. In one of the papers, the interesting multivariate approach by combining H-PCA with OPLS is suggested. This combination results in a straightforward way to handle the data as well as simplifying the interpretation, wherein different compartments are combined.

A future outlook for chemometrics in metabonomics is that the benefits of statistical experimental design in conjunction with more focused modeling methods such as PLS and OPLS become more widely known and applied to a much greater extent, not only for the two-class problems, but also for dynamic studies. However, it is likely to take some time until a fully integrated multivariate approach is published, based on the chemometric philosophy.
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