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Multivariate Data Analysis and Modelling
in “Omics”

Outline

@ UMETRICS B

Day 1

e Chapter 1
— Introduction multivariate data analysis
— Introduction to “omics”
— Introduction to Principal component analysis
e Chapter 2
— Overview of data tables
— How PCA works
— PCA example
— PCA diagnostics
e Chapter 3
— PCA for finding patterns, trends and outliers
— PCA example
e Chapter 4
— Data processing
— Scaling
— Normalisation
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Day 2

e Chapter 5
— Introduction to Orthogonal partial least squares (OPLS)
— From PCA to OPLS-DA
— Classification
— Biomarker identification
— Multiple treatments

e Chapter 6
— Validation
@UMETRICS T
Exercises

e Foods: PCA

e Rats Metabonomics 1: Metabolomics, NMR data, PCA

e Health: clinical data, PCA using paired samples

e MSMouse: Metabolomics, LC/MS data, PCA and OPLS-DA, task 2 not

included, miss classification

Genegrid I: Micro array, PCA + OPLS-DA

Ovarian cancer: Proteomics, MS data, OPLS-DA, S-plot

PCA vs. OPLS-DA: Metabolomics, NMR data, PCA and OPLS-DA

GC/MS metabolomics: Resolved and integrated GC/MS data, OPLS-DA, S-
plot and SUS-plot

Rats Metabonomics 2: Metabolomics, NMR data, OPLS-DA, S-plot, SUS-plot

e Identification of bias effects in Transcriptomics data: micro array data, PCA,
OPLS-DA

e Proteomics anti diabetics: Proteomics, MS data

e Underscore means that all participants should do these exercises.
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Multivariate Analysis
for ’omics” data

Chapter 1
Introduction

General cases that will be discussed during this course

PCA

t[2]

. . OPLS-DA : S-plot

-08 -06 -04 -02 -00 0,2 04 06 038

t1]

PCA
e Patterns
e Trends

e Outlier detection
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Outline

e Need for Multivariate Analysis
— Example
e Measurements

— Univariate, Bivariate, Multivariate
e Why Multivariate methods

e Introduction to Multivariate methods
— Data tables and Notation
— What is a projection?
— Concept of Latent Variable
— “Omics”

e Introduction to principal component analysis
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Background

e Needs for multivariate data analysis

e Most data sets today are multivariate
— dueto
(a) availability of instrumentation

(b) complexity of systems and processes

e Continuing uni- and bivariate analysis 1s
— often misleading ex: will be described
— often inefficient ex: t-test on 245 variables

@ UMETRICS e
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Multivariate Data Analysis

e Extracting information from data with multiple variables by using all
the variables simultaneously.

e [t’s all about:

— How to get information out of existing multivariate data

e [t’s much less about:
— How to structure the problem
— Which variables to measure

— Which observations to measure (DoE)

@ UMETRICS B
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Introduction to “omics”

e “omics” in the literature e The “omics” data in this course
includes
_ Metabolomics — Metabolomics
— Metabonomics — Proteomics
— Transcriptomics — Transcriptomics
— Genomics e What do they have in common?
— Proteomics — Last 5 letters
— Bionomics — Few samples
— Toxicogenomics — Many variables
— And many more — Measurement of all detectable species

represented 1.e. very complex data
— Classification and diagnostics

— Biomarkers

— Explore biology

@ UMETRICS B
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Introduction to “omics”

Metabolomics
“comprehensive analysis of the whole metabolome under a given set
of conditions”[1]

Metabonomics
"the quantitative measurement of the dynamic multiparametric
metabolic response of living systems to pathophysiological
stimuli or genetic modification” [2]

1. Fiehn, O., et.al Metabolite profiling for plant functional genomics. Nature Biotechnology. 2000;18:1157-
1161.

2. Nicholson, J. K., et.al 'Metabonomics': understanding the metabolic responses of living systems to
pathophysiological stimuli via multivariate statistical analysis of biological NMR spectroscopic data.
Xenobiotica. 1999;29:1181-1189.

@ UMETRICS e
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Objectives in “Omics”

e Study organisms as integrated systems
— Genes
— Proteins
— metabolic pathways
— cellular events

e Extracts and distil information on ! ‘
— Genes & ’

g 8§ 8 8§ &8 & &
] T 8 § 8 5 %

— Disease
—  Physiological state E ‘ "y mm G )
— Diet ,g) a o
— Biological age o g g' %
— Nutrition 2 - @

o

e Create new diagnostic tools

e One major goal is to extract biomarkers and understand the interplay between
molecular and cellular components

@ UMETRICS e
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“Omics” workflow

Problem formulation Experiment

*Aim *Sample preparation

*Goal « Data collection

1

Experimental design Data pre-processing
*Nr of samples *Alignment
*Gender +Phasing
*Age «Normalisation
setc *Integration/bucketing

A «Peak picking

Data analysis
*PCA
*OPLS
*OPLS-DA
*O2PLS
*Hierarchical modelling

PNy y—
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Today's Data

e GC/MS, LC/MS, NMR spectrum or genechip

— ¢. 10,000 peaks for Human urine

e Problems
— Many variables
— Few observations
— Noisy data
— Missing data
— Multiple responses

e Implications
— High degree of correlation
— Difficult to analyse with conventional methods

e Data # Information
— Need ways to extract information from the data
— Need reliable, predictive information
— Ignore random variation (noise)

e  Multivariate analysis is the tool of choice

@ UMETRICS B
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Causality vs Correlation

e Perturbation of a biological system causes myriad changes, only some will be directly
related to the cause

— Typically we find a population of changes with statistical methods
— May be irrelevant or even counter-directional
— Further biological evidence always required

Reinforcing
effects

/ nnnnnn
nnnnnn

Altered NS e I

Environmental factors .| Gene Expression | Cftical effects | . £ s
or genetic makeup "| Protein Synthesis g Disease g o
Metabolites Fonan

nnnnnn

Compensatory
effects

nnnnnn

nnnnnn

nnnnnn

Bystander
effects No disease-related
effect
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Correlation and Causality

Correlation or causation?

80

Although the two
variables are 7 .
. [72]

correlated, this 2" .
does not imply 2 .

that one causes the £ .
e .
other! 2
® 551
Real but non- 5
. L 504
causal, or spurious = .o
‘) 45 |

40

100 120 140 160 180 200 220 240 260

Number of storks in Oldenburg 1930 - 1936
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Data with many Variables

e Multivariate

— More than 6 variables

e N Observations
— Humans, rats, plants

— trials, time points

e K Variables
— Spectra, peak tables
e Most systems are characterised by 2-6

underlying processes yet we measure
thousands of things

@UMETRICS B
§/15/2008 13
Observations and spectroscopic variables
350
300
“ *Each sample spectrum is one
200]
" observation
100
] | *Each data point in the spectrum will
represent one variable
Var ID (No)
180 .
- *Variables can also be resolved and
o integrated, in that case each integral
0 N will create a variable
A
100
N
80
60 ‘ R A A
A A
40 A A A
201 . st R A ‘
A A A A A
0
NI ;898328 YRIN8YRE2LIBINEY
P T S G NGNGG NG NG NGNS ENGIINGINGEINGEE NN
Var ID (No)
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Types of Data in “omics”

Field Observations (N) Variables (K)
Metabolomics Biofluids, Spectra from: 'H NMR,
plant extracts, tissue 'C NMR 'H-C NMR,
UPLC/MS
Proteomics Tissue Samples 2D Gels
Electrophoresis/MS
Genomics/transcr | Tissue Samples Micro arrays, Fluorescence
iptomics probes
Chromatography | Columns, Solvents, Physical Properties,
Additives, Mixtures Retention Times
UMETRICS L —
8/15/2008 15
Poor Methods of Data Analysis
e Plot pairs of variables e Select a few variables and use MLR

— Tedious, impractical
— Risk of spurious correlations
— Risk of missing information

20 60 30 60 10 40 0 80

i .
P .o [ bo 0% -
.

30 90

40 80

10 50

40 80

@ UMETRICS
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— Throwing away information
— Assumes no ‘noise’ in X
—One Y at a time

16




Development of Classical Statistics — 1930s

e Multiple regression

e C(Canonical correlation

e Linear discriminant analysis

e Analysis of variance

Tables are

long and lean

@ UMETRICS
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Assumptions:

Independent X variables

Precise X variables, error in Y only
Many more observations than variables
Regression analysis one Y at a time

No missing data

17

e Comparing two groups (t-test)

e Typically 5% significance level used

— Type I errors: false positives, spurious results

— Type II errors: false negatives, risk of not
seeing the information

e TypelRisk=1-0.95K

K

10

60

100

Risk

23%

40%

95%

99.4%

@ UMETRICS
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Risks with Classical Methods

Risk of Spurious Result

1.000 ~

0.900 4
0.800
0.700
0.600 4
£ 0.500
0.400
0.300 4
0.200 4
0.100 4

0.000

T T T T T
0 25 50 75 100 125 150
No. of Variables
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Research in 21st Century

e Experimental costs, ethics, regulations => few observations
e Instrumental & electronics revolution => many variables

e Chemometrics: short & wide data tables

@ UMETRICS -
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A Better Way

e Multivariate analysis by Projection
— Looks at ALL the variables together
— Avoids loss of information
— Finds underlying trends = “latent variables”
— More stable models

@ UMETRICS
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@ UMETRICS

Why MVDA by Projections (PCA & OPLS) ?

e Separates regularities from noise
— Models X and models Y
— Models relation between X and Y

Deals with the dimensionality problem

Handles all types of data tables
— Short and wide, N >> K

— Almost square, N ~ K
— Long and lean, N << K e Extracts information from all data

simultaneously
— Data are not the same as information

— Expresses the noise

Handles correlation

Copes with missing data e Results are displayed graphically

Robust to noise in both X and Y

8/15/2008 21
What is a Projection?
=» Reduction of dimensionality, model in latent variables!
X3 A
o Algebraically o
— Summarizes the information in the ,' O PC1
observations as a few new (latent) PC2 ‘o 0
variables e . [
e Geometrically " > X,
— The swarm of points in a K dimensional
space (K = number of variables) is
approximated by a (hyper)plane and the X4 ‘
points are projected on that plane.
@ UMETRICS e
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What is a Projection?

e Variables form axes in a multidimensional space

e An observation in multidimensional space is a point
e Project points onto a plane

23

Fundamental Data Analysis Objectives

o oo
.. OQg o ' @ @ P
@ (0] @
ode ®
[ 3 ® (O] ®
[ 4 | e
| @ ]k
Overview Classification Discrimination Regression
Trends Pattern Recognition Discriminating between Comparing blocks of
Outliers Diagnostics groups omics data
Quality Control Healthy/Diseased Biomarker candidates Metab vs Proteomic vs
Biological Diversity Toxicity mechanisms Comparing s.tudies or Genom1?
Patient Monitoring Disease progression Instrumentation Correlation spectroscopy
(STOCSY)
PCA SIMCA PLS-DA 02-PLS
OPLS-DA
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8/15/2008




Summary

e Data 2008
— Short wide data tables
— Highly correlated variables measuring similar things
— Noise, missing data

e Poor methods of analysis
— One variable at a time
— Selection of variables (throwing away data)

e Fundamental objectives
— Overview & Summary
— Classification & Discrimination
— Relationships

e Multivariate methods use redundancy in data to:
— Reduce dimensionality
— Improve stability
— Separate signal from noise

@ UMETRICS B
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Principal Components Analysis (PCA)

The foundation of all latent variable projection
methods

@ UMETRICS  oe——




Correlation between Variables

Variable 1 4
4
K R LT +3 Sd 3
j : /.\- o r- mn | 2

: A RI' /\/l % 1
7 \__/" \/\ \ \.f\__ "\./\' : .
B / 1
.3 | N NN ] -3sd 2
* 10 20 30 40 N .
_ Tid . 2 outliers!

Variable 2 ) Y SR S 5 1 2 s 4
¢ ' Variable 2
L e PR TR I 3sd
39 . ]
14 " -
g -f\\ /\ -‘v\f \/\ / \-/ V\_/\ e The information is found in the
1 f '\/\ Vo correlation pattern - not in the individual
2 u . .
. s variables!
4 10 2'0 3‘0 40

Tid
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Principal Components Analysis

e Data visualisation and simplification
— Information resides in the correlation structure of the data
— Mathematical principle of projection to lower dimensionality

2 Variables Many Variables

V1 | V2
Y V1 | V2 | V3 | Vn

1 13
: p ° 1 13 |04

- 2 23 |12
3 |27 ®
p - 3 27 |21

- ° 4 39 |46

@UMETRICS T
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PCA breaks down a
large table of data into
two smaller ones

Plots of scores and
loadings turn data into
pictures

Correlations among
observations and
variables are easily
seen

@ UMETRICS
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PCA Simplifies Data

SCORES

Data

* Summarise the observations

. e Separates signal from noise
Many Variables P £

* Observe patterns, trends, clusters

LOADINGS
¢ Summarise the variables

» Explain the position of observations in scores plot

29

Jrinary

PCA Converts Tables to Pictures

1 [
al S ol e ol e n| o[l el e 2 w 5 m

4
o

o[ s

88 a)e

el [ el e a7 &

Foods.M1 t[1]/t[2]

Colored according to value in variable Fro_Fish

slzizjals

PCA converts table into
two interpretable plots:

1 (PCA-X), Foods PCA
pl11/p[2]

“GERp-fARed

kNor

19 «Denmark
way

sFro_Veg
*Gr_Coffe, ;. potat

sSweetner]
sMargarind ea

«Butter , Jai SOUD

12
o

+Ttaly TGermarty

Igium

et
Ity anithis

4B¢

«Olive_0|l «Biscuits
j «Garlic *Orangesry pryit
i «Apples
“Youghy s,
-0.40 «Inst_Coffe
-0.20 -010 0.00 010 0.20 030 040 050

t[1]
Scores plot relates to observations
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Pl

Loadings plot relates to variables

30




PCA Example

Problem: To investigate patterns of food consumption in Western Europe, the
percentage usage of 20 common food products was obtained for 16 countries

Perform a multivariate analysis (PCA) to overview data

Food consumption

countries (part of t

h

atterns for 16 European
e data).

COUNTRY Grain InstantTea Sweet-Bis- Pa Ti In . Fro Fro Fresh Fresh Ti_ Jam Garlic ButterMarg-
coffee coffee ner cuitssoup soup potat fish veg apple orange fruit arine
Germany 90 49 8 19 57 51 19 21 27 21 81 75 4 71 22 91 85
Italy 82 10 60 2 5 41 3 2 4 2 67 71 9 46 80 66 24
France 88 42 63 4 76 53 11 23 11 5 87 84 40 45 88 94 47
Holland 96 62 98 32 62 67 43 7 14 14 83 89 61 81 15 31 97
Belgium 94 38 48 11 74 37 23 9 13 12 76 76 42 57 29 84 80
Luxembou 97 61 8 28 79 73 12 7 26 23 85 94 83 20 91 94 9%
England 27 86 99 22 91 55 76 17 20 24 76 68 89 91 11 95 94
Portugal 72 26 77 2 22 34 1 5 20 3 22 51 8 16 89 65 78
Austria 55 31 61 15 29 33 1 5 15 11 49 42 14 41 51 51 72
Switzerl 73 72 8 25 31 69 10 17 19 15 79 70 46 61 64 82 48
Sweden 97 13 93 31 43 43 39 54 45 56 78 53 75 9 68 32
Denmark 96 17 92 35 66 32 17 11 51 42 81 72 50 64 11 92 91
Norway 92 17 83 13 62 51 4 17 " 30 15 61 72 34 51 11 63 94
Finland 98 12 84 20 64 27 10 8 18 12 50 57 22 37 15 9% 94
Spain 70 40 40 62 43 2 14 23 59 77 30 38 86 44 51
Ireland 30 52 99 11 80 75 18 2 5 3 57 52 46 89 5 97 25

@ UMETRICS
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12

Foods.M1 t[1]/t[2]
Colored according to value in variable Fro_Fish

«Denmark

slgium TP }

IreianGianl
ance

Observations

Scores plot

@ UMETRICS
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pl2]

04071
03071

020

-0.2071
-03071

0407

General PCA Example - Foods

Foods.M1 (PCA-X), Foods PCA

0101

-01071

pl1]/p[2]
“GEB-ARed
sFro_Veg
*Gr_Coffe, 1, potat
«Sweetner
sMargarind ea
sButter , I8 S
«Olive_olI o «Biscuits P
sGarlic I-ﬂ'nE’e?Ti_Fruit
+Apples
“Youghurigy
+Inst_Coffe
-0.20 -0.10 0.00 010 0.20 0.30 040 0.50
Pl )
Variables
Loadings plot
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PCA to overview 1

e Example: Toxicity

Study Of rats 60 Colored according to Obs ID (§ClassID)
o Two different types of

rats and two different 0

types of drugs were = .

used

— aim: identify trends and
biomarkers for toxicity

e PCA useful to ldentlfy 60 -50 40 30 20 -10 0 10 20 30 40 50
. . . t[1]
outliers, biological
diversity and toxicity

*OP OGP
Bl

trends
@ UMETRICS - T
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PCA for Overview 2
e Example: HR/MAS 'H NMR study from End i s
poplar plants

— Aim: biomarkers to explore biology

e Scores plot shows poplar samples from two

different types one wild type and the other
transgenic

e Interpretation of PCA scores shows patterns
and trends

-0,8 -06 -04 -02 -000 02 04 06 0,8
t[1]

@ UMETRICS e
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PCA for Overview 3

PCA Mouse Urine : g::i;
o QGenetic study of mice White, Black & Nude Mice b
— Black, White, Nude N
— Mass Lynx data N
e PCA useful for QC of biological &
results: ? o
L . I
— Biological diversity o
— Outlier detection
— Finding trends 140 120 100 -80 -B0 -40 -20 ts] 20 40 B0 80 100 120 140
Data courtesy of Ian Wilson and Waters Corporation Inc
@ UMETRICS B e
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Summary

e Data is not Information
e Information lies in correlation structure

e Projection methods explain correlation structure among all
variables

e PCA provides graphical overview — natural starting point for any
multivariate data analysis

e PCA gives
— Scores: summary of observations

— Loadings: summary of variables
@ UMETRICS U —
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Multivariate Analysis
for ’omics” data

Chapter 2
Overview of Data Tables:
Principal Components Analysis (PCA)

@ UMETRICS  —

Contents

e Notations

e Scaling

e Geometric interpretation
e Algebraic interpretation
e Example

e PCA diagnostics

@ UMETRICS B
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Notation

e N Observations
— Humans
— Plants
— Other individuals
— Trials
— Etc

e K Variables
— Spectra
— Peak tables
— Etc

@ UMETRICS B
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Notation

N = number of observations

K = number of variables

A = number of principal components
ws = scaling weights

t), t,eens ty scores (forming matrix T)

P1> P2seeos Pa loadings (forming matrix P)

@ UMETRICS B
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Key Concepts with Multivariate Methods

1. Data must be scaled or transformed appropriately

2. Data may need to be ‘cleaned’
e Outliers
e Interesting
e But they can upset a model

e  Must detect, investigate and possibly removed

3. Need to determine how well the model fits the data.

4. Fit does not give Predictive ability!
e Model information not noise — avoid overfit
e Need to estimate predictive ability

@ UMETRICS
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Data Pre-Processing - Transformations

If the data are not approximately normally distributed, a suitable transformation might be
required to improve the modelling results

e Before transformation

e After log-transformation
— skew distribution

— More close to normal distribution

cgprum.DS1 cuprum. cuprum.M1 (PCA-X), PCA for overview log-transform
Histogram of DS1.kNi Histogram of M1.XVar(kNi)(trans)

Count
Count

OINOTO—FONNDONODNTONTOONOOMDON
ONHODONHOVONTERONTODONTODONTONONTQ SHBBROOHITMNN=SOS == NRNITHHO O~ D
O OO0 T AN AN AN MM S T FLOODLOOLOXO OO

B e S E RS
Bins

Bins
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Scaling Example - Height vs Weight

Data for 23 individuals (22 players + referee in a football match)

Height (m) 1.8 1.61 1.68 1.75 1.74 1.67 1.72 1.98 1.92 1.7 1.77 1.92
Weight(kg) 86 74 73 84 79 78 80 96 90 80 86 93
Height (m) 1.6 1.85 1.87 194 1.89 1.89 1.86 [1.78 1.75 1.8 1.68
Weight(kg) 75 84 85 96 94 86 88 |99 | 80 82 76
100 Y %7 e
o o *
‘e Left: scaled $
5 % * g 901 :
; ST et Right: unscaled, | |3
Puf e’ outlieris not so | ® ={$
o easy to spot! §
MR
16 1t7 Body':;?gm(m) 1tg 2 10 oy hefght () 20 30
@ UMETRICS - TS
Data Pre-Processing - Scaling
e Problem: Variables can have substantially different ranges
e Different ranges can cause problems for modelling and
interpretation
e Defining the length of each variable axis i.e. the SD
e Default in SIMCA: To set variation along each axis to one (unit
variance) X3 4
X3 A Oo o ©
0’00 OO © g
0 o O. OO
' o
M o ° .
h ©o o > X3
| X5
X
1 X4
@ UMETRICS - TS
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Unit Variance Scaling (UV)

e PCA is scale dependent
— Is the size of a variable important?

1/SD

X

uv

wSs L :| scaling

» Scaling weight is 1/SD for each variable i.e.
divide each variable by its standard deviation o E

» Variance of scaled variables = 1

@ UMETRICS B
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Summary

e Variables may need to be transformed prior to analysis to make them
more normally distributed

e Results are scale dependent — which scaling is appropriate?
— (will come back to this in chapter 4)

e Default is UV scaling — all variables given equal weight

e Not usually recommended with spectroscopic data where no scaling is
the norm

e Compromise is Pareto scaling which is commonly used in
metabonomic studies (Chapter 4)

@ UMETRICS B
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Multivariate Analysis
for "omics” data

How PCA Works

@ UMETRICS  oee—

PCA - Geometric Interpretation

'3

X3

X3

X1
e We construct a space with K dimensions — 3 shown for illustration
e FEach variable is an axis with its length determined by scaling, typically unit variance

@ UMETRICS B
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PCA - Geometric Interpretation

A

X1

e Each observation is represented by a point in K-dimensional space
e Hence, the data table X is a swarm of points in this space

@ UMETRICS e
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Data: Measurements made on a system

e FEach variable are represented by
Median
— average =avg= X Xx,/N L

— median (middle point) .
— SD =s= [ X(x, - avg)*/(N-1) ]2 ]
— Range: largest - smallest value

— Variance = s? = SD?=
2(x; - avg)?/(N-1)

:1 -2 I; 2
pE—20 p—o p pto pi+2o

>
< >

Range

@ UMETRICS e
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PCA — Mean Centring

X3 0
0,0
0o ° B
O sl
0
o) % %
20 ° ‘ -
o 0 X5
X4 e

uv

scaling
—

Mean
centring

First we calculate the average (mean) of each variable, which

itself is a point in K-space, and subtract it from each point

@ UMETRICS
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When mean centring the data
the interpretation of the result
will be relative to the spread

around the mean

All variables will have same

reference point

@ UMETRICS
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PCA - Mean Centring

The mean-centring procedure corresponds to
moving the co-ordinate system to the origin

16




PCA - Geometric Interpretation

Add second component (accounts for

next largest amount of variation) and is

at right angles to first - orthogonal

X3

A

b

Fit first principal component (line
describing maximum variation)

t
R
S0
o _~
o @)

Each component goes through origin

@ UMETRICS
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PCA - Geometric Interpretation

WS
mean

Points are projected down onto a plane

with co-ordinates t1, t2

@ UMETRICS
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t1 €2

r

“Distance to Model”

"
.
.....
L
.
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Projection onto a Plane

X r
/4\ 3
o L)
° 1 Comp 1

Plane is then extracted for viewing
on computer screen

@ UMETRICS
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Loadings

t1 t2

WS
mean

How do the principal components

relate to the original variables?

Look at the angles between
PCs and variable axes

@ UMETRICS B
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Loadings

t1 t2 X3
K
Comp 1
X P
N X
s O
ws o v
mean cos(a;) as Q @
@)
Take cos(a) for each axis D O\d, cos(a,)
U >
Loadings vector p’ - one for Xo
each principal component 1
cos(a,)
One value per variable xZ 0 8
@UMETRlcs B
8/15/2008 21
Positive Loading
If component lines up with
variable axis the loading will be
close to 1 showing strong Variable has strong
influence => cos(0) = 1 positive influence on PC
Variable axis:

@ UMETRICS B
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Zero Loading

Variable has little
\ influence on PC
(orthogonal)

If component is at right angles to
variable axis the loading will be
close to 0 showing little influence
=> cos(90) =0

Variable axis:

@ UMETRICS
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Negative Loading

If component is opposite to variable
axis the loading will be close to -1
showing strong negative influence =>
cos(180) = -1

Variable has strong
negative influence on PC

Variable axis

@ UMETRICS B
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Algebraic interpretation of scores

e The scores t,, (comp. a,
obs. i) are the places along

the lines where the _
observations are projected X=1*x +T*P "+ E

e The scores, t,,, are new

variables that best

summarize the old ones;
linear combinations of the X 1 E
old ones with coefficients

pak !
e Sorted on importance, t,, t,, P
t3,ooo
@ UMETRICS S

8/15/2008
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PCA interpretation

e Direction observed in t1 can be explained by looking at corresponding
pl
e Direction observed in t2 can be explained by looking at corresponding

/\\
o e :

p2

@ UMETRICS B

8/15/2008
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Summary 1

X3,
t1 t2
K Comp 1
X
N S o
o v
ws @ ©
mean o
’ O o
p 1 Com'p 2 O o :: O
plz ~.... .. K] O
v O >
Score vectors t - one for e y
each principal component 2

Loading vectors p’ - one for
9 P 7O PCA - summarises the data by

each principal component X4 O;O looking for underlying trends
: Concept of latent variables
@UMETRICS B
8/15/2008 27
Summary 2

e The scores, t;, are new variables that summarise the original ones
e The scores are sorted in descending order of importance, t,, t,, t; etc
e Typically, 2-5 principal components are sufficient to summarise a data table well

e The loadings, p,, express how the original variables relate to the scores - scores are linear
combinations of the original variables

* The principal components define a new co-ordinate system describing the variation in the
data

@ UMETRICS B

8/15/2008
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Multivariate Analysis
for ’omics” data

A PCA Example

@ UMETRICS  oe—

PCA Example - FOODS

PCA for Overview

Problem: To investigate food consumption patterns in Western Europe, the
percentage usage of 20 common food products was obtained for 16 countries

Perform a multivariate analysis (PCA) to overview data

Food consumption Ratterns for 16 European

countries (part of the data).

COUNTRY Grain InstantTea Sweet-Bis- Pa Ti In . Fro Fro Fresh Fresh Ti_ Jam Garlic ButterMarg-
coffee coffee ner cuitssoup soup potat fish veg apple orange fruit arine

Germany 90 49 8 19 57 51 19 21 27 21 81 75 4 71 22 91 85

Italy 82 10 60 2 55 41 3 2 4 2 67 71 9 46 80 66 24

France 88 42 63 4 76 53 11 23 11 5 87 84 40 45 88 94 47
Holland 96 62 98 32 62 67 43 7

Belgium 94 38 48 11 74 37 23 9

Luxembou 97 61 8 28 79 73 12 7 26 23 85 94 83 20 91 94 94
England 27 86 99 22 91 55 76 17

Portugal 72 26 77 2 22 34 1 5 20 3 22 51 8 16 89 65 78
Austria 55 31 61 15 29 33 1 5 15 11 49 42 14 41 51 51 72
Switzerl 73 72 8 25 31 69 10 17 19 15 79 70 46 61 64 82 48
Sweden 97 13 93 31 43 43 39 54 45 56 78 53 75 9 68 32
Denmark 96 17 92 35 66 32 17 11 51 42 81 72 50 64 11 92 91
Norway 92 17 83 13 62 51 4 17 "30 15 61 72 34 51 11 63 94
Finland 98 12 84 20 64 27 10 8 18 12 50 57 22 37 15 9% 94
Spain 70 40 40 62 43 2 14 23 7 59 77 30 38 86 44 51
Ireland 30 52 99 11 80 75 18 2 5 3 57 52 46 89 5 97 25

@ UMETRICS B
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PCA Example - FOODS

Foods PCA - t[1J1t[2]

Coloured according to Fro_Fish Foods PCA - p[11ip[2]

5 040 «Crisp_Brea
«Fre”Fish
0.30
4 +Swi +Fro_Vey
020 <
«Denmark Gr_Coffe aln_Potat
2 010 «Sweetne
«Margarine .Tea
2o Tl g om
¥Spain, Belgium «Butter , Jari_soup
3 F L Irsiarsd 010 1+ Qlive_0Qil 1Biscuifs
«Ffance oal sGarlic «Oranges <Ti_Rrui
4 sApples
030
‘Youﬁh.ﬁ_Soup
5 040 sInst_Coffe
&6 5 4 3 2 4 0 1 2 3 4 5 6 7
. 020 -040 0.00 010 020 030 0.40
B1]
Observations A=3 varianies
What type of information can be seen?
Any groupings?
@UMETRICS -
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PCA Example - FOODS
Foods PCA - t[1J/t[2] )
Coloured according to Fro_Fish Foods PCA - p[1)ip[2]
B 040 +Crisp_Brea

Fro_Fish
0.30
4 «Swaden _Vep

0.20 +Gr_Coffe
enmark _Potat
2 0.0 Sweetne
. arine .Tea
000 N
<1 B «Butter

g0 )
“Belgium «JaTi_Soup
2 -0.10 ive_0il «Biscuifs
a0 +Garlic «Oranges «Ti_Rrui
4 sApples
-0.30
‘Youﬁhﬂﬁ\_Soup
£ -0.40 sInst_Coffe
T E 5 4 3 2 1 u] 1 2 3 4 a E T
1] -0.20 =010 0.00 1o .20 0.30 040
]
Observations Variables
Why are Italy and Spain different from Sweden and Denmark?
@ UMETRICS B e

/15/2008
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PCA Example - FOODS

Foods PCA - t{1]#[3]

Coloured according to Tea Foods PCA - p[1)/p[3]

5 0.50 +Gr_Coffe
«0Oranges
4 0.4a
3 pant «Garlic «Youghurt
2 . . «Apples
020 «Olive_0il «reFish
! _ «Fro_Vey
g o g 010 +Margarine +Sweethe
4 +Crisp_Brea «Ti_Rrui
oo +Pa_SouBiscuits
2 040 +Buttmet_Coffe
3 .
5 -0.30 «Jam
7 & 5 4 3 2 1 o ! 2 3 4 5 B 7 -0.z20 -010 0.o0 010 0.z0 0.30 0.40
n 1]
Observations Variables
In the third component Ireland and England are different from
the other countries
@UMETRICS B
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Summary 3
t1 t2
K T and P are new matrices which
X summarise the original X matrix
N X=1*Xx +T*P +E
ws
mean
p'l
p'2

What's left over is the residual (or error) matrix
This contains the unexplained variation

The better the model the smaller the errors

@ UMETRICS B
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Multivariate Analysis
for ’omics” data

PCA Diagnostics
How good is our model?

@ UMETRICS  o—

PCA - Diagnostics

e Observation diagnostics
— strong and moderate outliers
— groups
— trends

e Variable diagnostics
— correlation
— contribution
— which variables are well explained

e Model diagnostics
— fit (R?)
— predictive ability (Q?), cross-validated

@ UMETRICS B

8/15/2008
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Observation Diagnostics

Strong outliers:

e Found in scores

e Detection tool: Hotelling’s T?
— defines “normal” area in score plots

Moderate outliers:
e Found in observation residuals
e Detection tool: DModX (distance to model)
e Summing and squaring residual matrix row-wise

@ UMETRICS

8/15/2008
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Strong Outliers

Thickness PCA - t[1J}t[2]

3 4155

2]

el

111

e OQutliers are serious, interesting and easy to find

e Strong outliers are seen in score plots

@ UMETRICS B

8/15/2008
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Strong Outliers - Hotelling's T2

e Hotelling’s T? is multivariate generalisation of Student’s t-distribution
e [t provides a tolerance region for the data in a two-dimensional score plot, e.g., t,/t,

Foods PCA t[1]/t[2]
Coloured according to Fro_Fish Thickness PCA - t[1]1[2]

L SwW

4 sDenmark
2  Norway
g o iltalv TIETTan g «40
vealy sBelgium Y 433
b Jrad: Bt
2 «F ’?!IF'I cé’td.r.‘-.‘-‘.'ml’)’-ﬂl?

1] 1]

@ UMETRICS B
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Strong Outliers - Hotelling's T2

e With two components T?is easily visualized in the scores plot

e For more than two components look at the hotellings T? range plot

Score plot Hotellings T2 range
60 T2Crit(99%)
40 (v} >
20 _ T2Crit(95%)
T 15
g o0 T
=
©
-20 & 10
40
5
-60
-60 -50 -40 -30 20 -10 0 10 20 30 40 50 60
] O s 10 15 20 25 30 35 40 45 50 85
@UMETRICS T

8/15/2008
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Moderate Outliers (DModX)

Foods PCA -2 PCs Feods PCA -3 PCs

1.60 160 -
D-Critf0.05) me D-Crit{0.05)
1.40 1.40
E E
2120 é 190
o z
2 100 H
g g 1.00
080 0.80
0.ED
1 2 3 4 5 6 7 & 91011121314 1516 1.2 3 4 5 6 7 8 9101112131415 16
Mum Mum
A=2 A=3
e DModX shows the distance to the model plane
e Ireland is modelled well by the third component
@ UMETRICS - T
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Moderate Outliers (DModX)
Foods PCA -3 PCs Thickness PCA - DModX
4 155
1Bl T D Crit(0.05)
_ 1.40 3
E E 111
= = 21
£ 120 Z
S 2 1 pl i) _ L
1w 3 D-L!;rh(u.'ué)
1
h
1 2 3 4 5 6 7 8 91011121314 15 16 a 20 40 ED g0 100 120 140 160 180
MU Mum
No moderate outliers Four moderate outliers
@ UMETRICS - T
42
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Moderate Outliers (DModX)

e DModX shows the distance to the model plane for each observation

DMODX

@ UMETRICS B
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Variable Diagnostics

e The residuals also tell us how well each variable is
modelled (R? value from 0 to 1)

— Residuals of E matrix pooled column-wise

e RSS, =X (observed - fitted)? for variable k

L Rzk =1- RSSk / SSXk

@ UMETRICS B

8/15/2008 44




Variable Diagnostics — R?/Q?2

Foods PCA

1.0
0.8
0.6
0.4
0.2
0.0
4.2

- = = = = t

EEBsSCCEER L ERSEESET

SO~ §ioewE I EEL"EEE DA

5 oo =Z2f%5F £Z5 <

= o =N EO:"_E

&

e R?and Q? tell us which variables are well
explained and which are not

@ UMETRICS B
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Model Diagnostics - Validity vs Complexity
e Trade-off between fit and predictive
ability
1 4
¢ Question: How can we determine the R
appropriate number of principal | LT N ;
components for a particular model? | A T
QZ
e Answer: cross-validation which
simulates the true predictive power of
A

a model.

@ UMETRICS
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R2 estimates goodness of fit

Q2 estimates goodness of prediction

46




Cross-Validation

e Data are divided into G groups (default in SIMCA-P o
is 7) and a model is generated for the data devoid of ®
one group ® 6 6 06 0 00
[ ]
e The deleted group is predicted by the model = ¢
partial PRESS (Predictive Residual Sum of Squares) o
J
e This is repeated G times and then all partial PRESS
values are summed to form overall PRESS e PCA cross-validation is done in
two phases and several deletion
e [fanew component enhances the predictive power rounds:
compared with the previous PRESS value then the — first removal of observations
new component is retained (rows)
— then removal of variables
(columns)
@ UMETRICS B
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Model Diagnostics
e Fitor R?
— Residuals of matrix E pooled column-wise
— Explained variation
— For whole model or individual variables o topwhen @starts P 4re®
Prediction

e Predictive Ability or Q?

RSS =X (observed - fitted)? Fit ’
R?=1-RSS/SSX '

Leave out 1/7% data in turn
‘Cross Validation”
Predict each missing block of data in turn

Sum the results
PRESS = X (observed - predicted)?
2=1-PRESS/SSX

pl1l
pl2]
omp[3]
pl
P[5l

Co

Co
:

Co

Co

@ UMETRICS B
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Model diagnostics - Evaluation of R2 and Q2

e R?isalways larger than Q?

e High R? and Q? values are desirable

e The difference between R? and Q? should not be too large
e Q?=0.5 - good model (typical for metabonomics)

e (Q?=0.9 — excellent model (typical for calibration)

@ UMETRICS B
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Summary of Diagnostics

1. Data must be scaled appropriately

2. Outliers
e Can upset a model
e Investigate

3. How well does the model fit the data?
e Study residuals
e LookatR’
e Fit tells you little about predictive power

4. Predictive ability
e  Model information not noise — avoid overfit
e Cross-validation helps determine number of components
e (Q? estimates predictive ability
e True predictive ability known only from new data

@ UMETRICS B
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PCA Summary

e PCA models the correlation structure of a dataset

e Data table X is approximated by a least squares (hyper)-plane + residuals (E)
e Large tables of data are distilled down to a few interpretable plots

e Observations are represented by scores

e Scores are linear combinations of the original variables with weights defined
by the loadings

e Strong outliers are detected from hotellings T?

e  Moderate outliers are detected from DModX

@ UMETRICS B
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Multivariate Analysis
for "omics” data

Chapter 3 — PCA for overview of “omics” data
Finding groups, trends and outliers

@ UMETRICS  oee—

Outline

e How “omics” data is displayed
e PCA *“omics” example

@ UMETRICS B
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“Omics” data

o LC-MS, GC-MS, UPLC-MS or NMR spectrum

e Microarray technology e.g. transcriptomics

e  Want to compare spectra from different samples

e Look for groupings (Control vs. Treated)

e Find out which spectral features differ between treatment groups

" JU.\“M Al \L“ ML . :Dnm ) Uf

Hn war D (Primary)

@ UMETRICS B
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How Spectral Information is displayed

e Spectrum (observation) becomes
a point in PCA Scores plot

e Variables (ppm or m/z) shown in
PCA Loadings Plot

e Using plots together allows trends in the sample spectra to be interpreted in
terms of chemical shift

@ UMETRICS B

8/15/2008 4




How microarray information is displayed

e ——
mmmmm — )

: 6
e | 02

o

°
v 'h‘%g
of

Transcriptomics.M3 (PCA-X)
p[Comp. 1)/pICormp. 2]
Colored according to model terms.

0,020
P .

Data is unfolded

pl2]

Samples
N=6

0,000 0,005 0,010
pl1]

Samples !
N=6
@ UMETRICS B e
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Loadings line plot for spectra
e When looking at spectra Loadings Line plot more informative than scatter plot
e More closely resembles a spectrum
Metabonormics. M2 (PCAX)
plComp. 1}/p[Comp. 2]
Metabonomics. M2 (PCAX)
p[Comp. 1]
e 0 A A.-J\Jl M J-
2 | w\fv

bl

BZNIL] = 0.243318 REX[Z] = 0.2ZEEEE 00 000 o oiis 12:4468

@ UMETRICS B
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Example - Using PCA to examine trends

NMR: Sprague | Fisher
K = 194 variables &
Control
10 10
Amiodarone &
Renal toxicity %
Ji 8 10
Chloroquine
Hepatic toxicity ﬁ S C F C
10 9

@ UMETRICS
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Prior to PCA

e NMR data pre-processes before import to SIMCA
e Data was centred and pareto scaled after import to SIMCA
e PCA analysis applied for overview and trends

NMR data collected for
each sample

@ UMETRICS
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PCA to overview 1

Wompr iy EOA I
e Two first i ¢
components 40
RZX =0.48 »
Q2X = 0.38 ..
-20
c -40
-60
-60 -50 -40 -30 -20 -10 0 10 20 30 40 50 60
t1]
S f e
e One outlier, rat 27, encircled
— Measurement error ?
a — Handling/environmental differences ?
— Slow responder ?
@ UMETRICS - T
8/15/2008
PCA for overview 1
e Model on all rats Effect of Drug on SD
—only some rats plotted
e View trends -
— Strain
_Drug -B0 -50 40 30 20 A0 a 10 20 30 40 =0 &0
1]
Effect of Strain Effect of Drugon F
60 B0
40 40
20
g 2o
=20
-40
-60 -BU
-50 -500 -40 -30 20 10 0 0 20 30 40 50 6O 0 50 40 .30 .20 0 0 40 20 30 40 S0 RO
1] 1[1]
SIACA P+ 10.0 - 10/06/200% 16:13:47 SIMCAP+ 100 - 100062002 16:16:54
@ UMETRICS - T
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PCA for outlier detection

e Biggest variation in the data (first component) is
caused by one sample

—The rest of all samples seems fairly tight i W
AR

Chloroquine-SD Class

2]
o
b

h

e Outliers may seriously disturb a model
— Incorrect values 0

—Technical problems g
— Pre-processing error

QOutlier removed

— Transcription error / miss-labelling

20

— Good way to validate transcriptions

) .ﬁc +9C #SC L
e Investigate!

12)

*5C

e (lass models cannot be built with outliers!
—need ‘tight’ classes S

SIMCA P 1000« D5/11/2003 10:95:53

@ UMETRICS B
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PCA Contribution plot reveals differences
e H i rat 2 Chloroquine-SD Class Lo A A o A
ow is SC rat 27 .
different from a & i
80
“normal” SC-rat? o e =2 .
\ ost:’%%‘:’sc z 0
T 0 bys. 9 4
+5C :%* 4‘;
e Chemical shift e £
regions 3.42,3.26, = g by, 2
2.58,3.38, 3.22 and oo s N B A R B R oo R e S RENR 8 BBNEaR A
Var ID (No)
2.66
Double click on obs. of interest
The contribution plot from obs. to average will be displayed
@ UMETRICS B
8/15/2008
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Spectrum display - X Obs Plot

e Plot X obs direct from Scores Plot or List:

Metabonomics2 M2 (PCA-X), Untitled

HObs(Obs 27)
Create » List
St &s Histoaran (ol Flat... 400,00
1 Add ko Favarites
E .
Add ko Report
300.00
(ﬁ- Quick Info
%l Sort Ascending. .
El Sork Descending. . 200.00
Plot Settings 3
Maximize Plot Area 100.00
Save As Default Plot Settings r
] Save Plok As,..
Eﬁ - 0.0
& Frint...
Properties. ..
@ UMETRICS - T
8/15/2008 13
NMR METABOLOMICS_ PCA VS OPLSDA.M1 (PCA-X), PCA u 1
1 Colores adcoring o lasses in i e
e Example: HR/MAS 'H NMR study from

poplar plants
— Aim: biomarkers to explore biology
— Ripening studies, source of origin etc

t[2]

e Scores plot shows samples from two differen
poplar (hybrid aspen) types; one wild type ar
the other transgenic poplar

e Interpretation of scores shows patterns and

trends 08 -06 -04 02 -00 02 04 06 08
t[1]

R2X[1] = 0,333338 R2X[2] = 0,211739 Ellipse: Hotelling T2 (0,95)
SIMGA-P+ 12 - 2008-03-06 18:21:07 (UTG+1)

@ UMETRICS B
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PCA for Overview 3

Mouse Genetic Study
— Black, White, Nude
— Mass Lynx data

PCA Mouse Urine : am;
White, Black & Nude Mice * céiia

Mice Loadings Plot

PCA useful for QC of biolc .
results:

2]

437176049

437_pos 043
437186057

437160040

o'

La312214

Biological diversity

QOutlier detection

BT o g aphony
472 223787

165207072

AREIEHE

Finding trends

Ellipse

@ UMETRICS
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440 420 00 B0 60 40 20 0 M 40 60

435 362007
431134028
101

L CumECT
gt

40377045

80 100 120 140 000

A o1l

Hotelling 12 (0961 SMEAP: 105 - 03002004 1:4733

Data courtesy of Ian Wilson and Waters Corporation Inc

SMCAPS 10.5 - 20072004 10:35:50

15

PCA can examine time trends

e Does animal recover?
e Examine trajectory in scores plot before during and after exposure
[ ]

Nephrotoxin - 7 day period

032
048

= 13

w

2]

1]

SIMCA P+ 10.0 - 11062003 15:08:35

@ UMETRICS
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Here we show clinical data rather than NMR spectra

Loadings Plot

sprot
+gluc

+hag

pl2]

Vol

+creat
L05Mm

=pH

-050 -040 -030 020 -010 000 040 020 030 040 050
Pl

SIMC AP+ 10.0 - 11062003 15:11:50
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PCA Summary

e PCA is used to provide an overview of a data table to reveal:
— dominating variables
— trends
— patters: outliers, groups, clusters
— similarities / dissimilarities

» C(lassification: a new observation is considered similar to the training set if it falls

within the tolerance volume of the model (DModX)
— This type of PCA analysis is called SIMCA but is not included in this course

@ UMETRICS B

8/15/2008
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Multivariate Analysis
for "omics” data

Chapter 4
Data Processing

@ UMETRICS  oe—

Contents
e Naming of observations

e Practical data processing
e Pre-processing

Scaling and Normalisation

Special case for PCA

@ UMETRICS B
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The importance of good names

e Keep it simple

e Easiest way
— Separate name for each attribute
— The “Atomic Principle” of good database practice
— May combine on import to SIMCA or use multiple secondary ID’s

e Example
— Animal  Treatment Day
- 12 Control 1
@ UMETRICS B
8/15/2008

Handling data labels

ol
o
[1mport Data Wizard

Undo Edit cell Cirlz

e Possibility to Merge columns = =

|

Delete

]
<

— Create combined observation IDs by
concatenation

w

Delete

FaK

=

«
K

1
K

N

Control_2_X_b

FaK

. . 8 [~|contral 2 Y b Control
— Choice of order and separating character o _lomzey o
I jerila s ot

Lt

e Or use multiple secondary ID’s

— May have unlimited secondary ID’s

Primat = Secon~ | Secon|~  Secon = [ Secon]
-7
~|ONUM  ONAM St SEX AGE CA) EDUCAT|
e Keep names short it
TR
. . bl 03B M o ?
4 048 F o G
— Easier to see in plots 1 2 E
-
O xveie [l =57 wB  F 0 G
[0 Exclude 1 _[~]|9 098 M Y G
e [0 w oo
14 |~]12 128 M s} G
15 |~|13 138 F M G
16 |~ |14 14B F o H
17_1~]15 158 I M F
18 |~|16 16B F o F
19 |~ |17 178 F M G
20 |~|18 188 17 M F
21 |~[19 198 F (s} H
—
so [ow |

8/15/2008




Important considerations

e Length issues

Numbers have preceding 0’s
* 1e.01,02 NOT1,2

Treatments have same alphanumeric length
* Control =C or Con High Dose = H or Hds

Time is in consistent units
* Hours or Days

e Why?

Ratl C
— Selective masking on plots / \

Startl1Len4 Start 8 Len 2

— Start Character, Length

@ UMETRICS
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Secondary ID’s

e Ability to colour plots by
secondary ID’s

.
Properties _e] x|

SUurEsl Label Typesl Item Selection Color |

Coloring type: by idertifiers ~| [ Size DMod< |20

——— Choose the ID to color by: (Obs ID (5E%) B
Obes D [Primary)
/ St [q LGl O D [ONAM Shor
b [0 (SEX]
L] - "
. .
.

e ID (AGE CAT)

.:

g7
=
™
==
3
g
z
=
4

*

+ W on
M ’ [ e I
2

w * " . v + i

o St e

@ UMETRICS B

8/15/2008




Using Secondary Variable IDs

Also possible to have secondary variable ID’s

— Here we see MS variables split into Time and Mass

EH Dataset - MD_red

.13059e+007| 2.795e+006 0 0| 1.0875e+006 1]

.0666e+006 | 2.6582e+006 a 0| 1.2208e+006 aQ

.3668e+006 | 1.6071e+006 1} Q 667230 aQ

.4873e+006 509600 a Q 969939 aQ

.8T734e+0086 246980 a Q a 263370

.2T707e+007 | 3.4154e+006 a 0 1.1142e+006 0|
?

@ UMETRICS
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Metabolite Assignment via Secondary ID’s

In SIMCA-P+ 12 you
may add assignments

to peaks using a
secondary ID

With SMILES plugin
it is also possible to

show chemical
structures

@ UMETRICS
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Item Information o x

259,783 38.675 44.5703 83
253.30937.5586 41.7962 152..636 353.807 82,0835 70. 2843 87. 8667 60.5494 251,083 276.213 47.963  44.6629 31.7834 30. 4222
238.53 41,1535 47.5346 113,369 344, 612.76.2537 68.025155. 6613 65. 4681 215. 603 262. 676 61.0533 43,3306 37.7344 34.7541
254.535 38.3514 £5.8343 123,472 375305 763962 66.9545 567332 66.8233 291682 284.863
566,474 41.9577 48.763 | 116.104 276. 123 87.7808 72. 2826 55..2462 64.7651 243.53 | 261.2
35877, 4473 5 5
262,034 30,4038 52.9727 64,9334 383 351 63,5008
©13.508 35,5605 430583 76.7547 274.752 732453 64.5345 57878
!
Metabonomics-Assigned w SMILES.M2 (PCAX)
p[Comp. 1)/p[Comp. 2]
creatinine
0.3
staurine
e staurine
= sL-histidine
01 1. «Citrate | .
«lactate«
= . . 7 «L-argiine
+ . sLardinine .
A . . sguéginate B
. A oty |-
PO wClirafik krHistidine
N PO 8 st I
elatetrimethylamine
« . uL-Histidjrje
P te «
o1 «L-arginine I A sglucose
«k-histiding
ol «creatine
¥ N «creatine
0.2 0.1 0.0 0.1 02 0.3

Pl

REX[1] = 0.243515 R2X[2]

SIMCAP+ 11 -02/10/2008 12:34:14

M2.p[1] = -0.122963
Mz.p[2] = -0.121622
Primary 1D = 4.06

CHy

N
\KNH
N
H
a

Metabolite = Creatinine

M2.p[1] = -0.0992458
M2.p[2] = -0.137007
Primary 1D = 3.78

aH
HaC
WH,
Metabelite = L-alanine
M2.p[1] = -0.236807

M2.p[2] = -0.0848561
Primary ID = 3.74

HaN a
aH
N
HaN 4<'
NH,
Metabalite = L-arginine
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The benefits of good naming!

800
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400 1000
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200

100

2]

C% &‘ll. e i
o SBHEENRGNIE LMo i1
e +Sheff_Neg004_L.esc ripe fruit 4
-200
-300
a0 -10.00

-500
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500

-700 -600 -500 -400 -300 -200 -100 0 100 200 300 400 500 60O 700 50,00 4000 o.00 10.00 20.00 30,00 4000 5000
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Practical Data Processing

Pre-processing, Scaling and Normalisation

@ UMETRICS  —




Quality in = Quality out

e Quality of analysis depends on quality of spectra

e Pre-processing required
—Type of pre-processing is depending on the type of data

e Typical problems in spectroscopic data
—Water peak (NMR) :
— Baseline problems D

—Alignment of peaks shifts
* Chromatography problems

o

pH sensitive peaks (NMR) I
. : . Sa,lt sensitive pealfs (NMR) . . both_regions_removed_SNY. M2 (PCAX) H0bs(B)
—Variation in concentration (normalisation) X3 HObsi3)

—Correct assignment of standard ?7??
—Phasing / Shimming (NMR data)

— Temperature effects

—Artefacts

* column bleeding
» ghost peaks

—Noise
1 1 1 ' 19800 19900 20000 20100 20200 20300 20400 20500 20800 20700 20800 20900
e High quality data required! >
@ UMETRICS O
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Problem No 1 — Water peak

e [f water peak incorrectly suppressed/removed then normalisation will
ruin the data completely!

e Other known artefacts should also be removed

FullResolution. k11
KOhs

00009

00003

o.ooo7

00005

00003

00004

00003

00002

. J il l

o 10000 20000 30000 40000 S0000 BO000 7oooon

@ UMETRICS
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Problem No 2 — Baseline shifts

Full_Resalution.DS1 Full_Resalution

e Much more care needed to align baselines for Ohsaon

metabonomic studies compared with routine
NMR for structural identification

e Diagnostics: Baseline oo

12000 13000 14000

— Find quiet part of spectrum o
(i.e. 10ppm)
— UV Scale

15000

— Examine pl Loadings plot -
— Non zero loadings indicates problem _ °°2°

-0.020

-0.040

-0.060

@ UMETRICS B
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Problem No 3 —Peak shift (or Alignment)

both_regions_remaved_Shiv. 2 (PCA-X)

e For NMR data XObs

XObs(E)
XObs(3)

— Variation in pH
— Metal ions

e Very difficult to deal with afterwards
— Careful buffering of samples

— Consistent sample preparation

e For chromatography data

19500 19900 20000 20100 20200 20300 20400 20500 20800 20700 20300 20000

— Variation in retention time between

Loadings
samples
e Diagnostics for Peak shifts a
— Examine loadings line plots i
— Look for sawtooth effect o W Fild
— indicative of pH shifts
@ UMETRICS - T

8/15/2008
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Normalisation

e Strength of ‘spectra’ is different across samples
— i.e. urine varies in concentration

e Need to remove sample-sample variability

e Could ideally be solved by the addition of an internal standard.
— Often difficult with metabonomic Urine samples
— Impossible in MS unless using isotopic labelling

e Normalisation approaches are:
— To an internal std Internal Sta ndard

— To peaks always present in approximately

same concentration
— To baseline ‘noise’
— To total signal
— To magnitude of PCA score 1 ‘
(“eigenvalue scaling” - Sqrt(t)) |
— Probabilistic Quotient Normalisation

@ UMETRICS B

8/15/2008

Further problems to watch for

XObs(38)
XObsiA0)

e Normalisation problems TTp—————

1004t ”

— Differences in concentration
0005 |
between samples ‘

60005

— Large amplitude spectra with o
enhanced noise o L /! L

20045

-4.00-5

e Linear trends in scores plot
— Check baseline
— Check normalisation

16000 17000 18000 19000 20000 21000 22000 23000 24000

Water removed M2 (PCAY) A rx

p.2] L hp
o Obs ID (Primary ID) ocx
ox

@ UMETRICS B
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Normalisation methods

e Integral Normalisation
— Divide each element by the sum of the spectrum
— Often multiplied by 100

e Vector Length Normalisation

— Divide each element of spectrum by its length
— Length = Sqrt (x1"2 + x2/2 + xn"2)

e Probabilistic Quotient Normalisation (chapter 6)
— Finds the most common scale factor between spectra
— Divide each spectrum by this scale factor

@ UMETRICS B
8/15/2008
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The problem of ‘Closure’

e BEWARE: Normalisation can introduce problems
— “Constant Sum Problem” or “Closure”
— Variables become correlated as everything adds up to 100%
— If prominent peak absent then other peaks increase in apparent importance
— May reverse the direction of trends! = disaster

- N1
e Raw Data Normalised
| | ‘. |
- N2
321
{ ] e N4
20 N3
5 *3 s NE |
‘ : s a1 N3
o orm e
l
NS
i 3]
| AN
Sx only N6
, A
@ UMETRICS B
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Pre-processing software

e Many different software exist

e Some are mentioned in chapter 6

@ UMETRICS B

8/15/2008
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Scaling of “omics” data

e Many choices
— Centering (Ctr)
— Unit variance (UV)
— Unit variance none (UVN, no centering)
— Pareto (Par)
— Pareto none (ParN, no centering)
— None

e For metabolomics data Par has shown to be a good alternative
— A golden intermediate between UV and ctr
— Today the S-plot only works for centered or pareto scaled data

@ UMETRICS B

8/15/2008
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Pareto Scaling (Par)

e What happens if big features dominate but we know medium features are also important?
— CTR (mean centre only) Medium features overwhelmed by big
— UV (mean centre and autoscale)  Blow up baseline noise

e Answer is Pareto scaling 1
— Divide each variable by the square root of its SD
— Intermediate between no scaling (Ctr) and UV
— Up weights medium features without inflating baseline noise.

— Generally the preferred option

* NMR & MS metabonomics - 1
* Gene chip & proteomics data UV — X—X
SD Tt I
- M LIS
X—X

@ UMETRICS

8/15/2008
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Effect of Scaling

e NMR Spectrum Ctr, Par, UV

CTR Scaling

Pareto Scaled UV Scaled (Autoscale)

]
§
-i__
;
é;;_-_—_
—

i

e Mass Spectrum

No Scaling

0 BT
T

Pareto Scaling UV Scaled (Autoscale)

HECNHYHENESRONGERANREESH

@ UMETRICS

8/15/2008
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Special Scaling: Clinical metabonomic data

Data consists of peak tables of
metabolites from HPLC/GC or
bacteria counts etc.

Often Before and After treatment
data is available (paired controls)

Often better to look at the table
of differences

Example HEALTH

— Patients subjected to a
physiotherapy treatment

@ UMETRICS

8/15/2008

HEALTH.M1 (PCA-X)
t[Comp. 1)A[Cornp. 2]

Colored according to Obs 1D (QRAM)

2]

RZ¥[1] = 0.166075

Ellipse: Hotelling TZ (0.95)

11]

RZ¥[Z] = 0.0851072

SIMCAP+ 11 - 08D8/2005 111303
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=0

Susanne control time

Difference spectra

Treated

350 350
300 300
I
[}
250 2 250
kel
% 200
200 -3
150 o 150
c
@

100 & 100
50 50
0 / 0

OO XONNCO (L ONNCOHTXOCOTHNONCOSHOXOONCOSHOXOONOOS—
OOX OX00000 MANS O™M 000NN A — OO0 OOX)  OX00000

1

Var ID (No)

@ UMETRICS
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Var ID (No)

OO X OIS OO X OO0 ONIOHOX OO VX OO~

NSO TN e 000

Difference spectra

120

100 -

80

60

40 A

20 4

20 4

-40

60 4

-80

-100

13 25 37 49

3
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No centering but Scali

ng

HEALTHDIF.I1 (FCAY)

e Sometimes mean-centering will .
remove the interesting effect ﬁ Relative Change
R2=0.19
A 2 Q2=-.13
e Here we need to use UVN, no :,
centering but scaling
e Scores plot is no longer centered, the B
patients that have changed the most I
move further along t1 LES E
Absolute Change R2=0.34
e Ifthere were no treatment effect then : Q2=0.13
subjects would cluster around the s e
. . / o B " \\\ s
origin EEE TR
N L A
@ UMETRICS - T
8/15/2008 25
HEALTH Example
e Loading plot shows
— Reduced cholesterol (CO) and body-
mass-index (BM)
— Increased physical fitness (TV) and HDL HEALTHDIE M2 (PCAX)
blood lipids (HD) plCamp. THelGom. 2]
04 «TY
HEALTHDIF M2 (PCA-X) 03 +AC
1[Camp. 1Jt[Camp. 2]
1 ¢ o ‘GF \pa
) K8 5 T8
" méﬁ “HF| «HS
.; A it PR
. 007 f
: 2 01 1S <A
:§p ST ss ﬁ-',m'
s Y,
R
: -0z -01 VZ;I] o1 oz 03
KJT[;] :chﬁ ng T2 (0.95) e SIMCA Pt 11 - DB/DO72008 11:25:36 RZ¥([1l] = 0.257106 RzZX[Z] = 0'09677465|MCAP+H-DBMQRDD5||:35 14
@ UMETRICS - T
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HEALTH Example: Subject 21

HEALTHDIF M2 (PCA-X)

PY Contribution plOt Of Scare Contrib(Obs 21 - Average), Weight=p[1]p[2]

subject 21 15
14

e TY represents difficulty in o
breathing (subject breaths g
more easily after g
treatment) e

Ty
£
2
4
&
&
EETT LT R R o e b P P UL P Eral E L
War 1D (Primary)
@ UMETRICS B
8/15/2008 27
Normalisation by Control subtraction
e Some time based studies, especially human, involve a control and treatment period on
the same individual
T
7 ===
/ ~ — e - -

e To reduce individual variability sometimes it is possible to subtract the averaged
Control period of each individual so that in effect each individual becomes their own
control.

@ UMETRICS B

8/15/2008
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Conclusions

e (ollect information about data and use it as secondary ID
e Choose a good naming scheme at the outset

e Quality of analysis depends on quality of spectra

e How to pre-process the data depends on the type of data
e Beware of artefacts due to data pre-processing

e Scaling is important

e Beware of complications

@ UMETRICS B

8/15/2008
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Multivariate workflows
for “omics” analysis

Chapter 5
Classification by OPLS-DA

@UMETRICS B

Outline

e Notations and Abbreviations
e Short history
e From PCA to OPLS
e Why OPLS-DA?
e OPLS-DA
— The Method
— Diagnostics

e Example 1 OPLS in classification

@UMETRICS B
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OPLS Notation

e N Observations
— Humans
— Rats
— Plants
— Analytical replicates
— Trials (experimental runs)

e K X-Variables
- NMR
- GC/MS
- LC/MS
-  UPLC/MS
— etc

e M Y-Variables

— Class information

— Treatments
— Time
-D . . .
o In this course we will only work with M=1
B umeTrics  ——

8/15/2008

Model notations

e N = number of observations
e K = number of X-variables variables
e M = number of Y-variables (here M=1) K

e A =number of components g

S
- 5

o tl Predictive X-scores 21
(@]

e tol, to2,..., to(A-1) Orthogonal X-scores

e ul Y-scores

e pl Predictive X-loadings

e pol, po2,..., po(A-1) Orthogonal X-loadigns

@UMETRICS B
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History

In early 1920 Herman Wold developed the NIPALS algorithm that is used in partial least squares to latent
structures, PLS

The NIPALS algorithm was simplified by Svante Wold (Hermans son) in early 1980

Statistical diagnostic tools and improved strategies for interpretation have been developed by co-workers
ever since

The first commercial available software of SIMCA year 1987 by Umetrics

PLS is a well established regression and prediction method
— Useful in most multivariate regression problems including correlated variables
— E.g. multivariate calibration
— Classification of wood species using NIR
— QSAR-quantitative structure activity relationship
— Many more examples

OPLS is an extension of PLS which has proved to be very useful when good interpretation is important
—  “omics” data
— NIR data

Wold, H., Estimation of principal components and related models by iterative least squares,
Multivariate Analysis (Ed., Krishnaiah, P. R.), Academic Press, NY, pp. 391-420 (1966).

@UMETRICS B
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Orthogonal Partial Least Squares - OPLS ®

The OPLS is a modification of the conventional NIPALS
PLS algorithm

OPLS was developed by Trygg and Wold, 2002
Johan Trygg got the Elsevier Chemometrics Award 2008

OPLS is a new way to decompose the PLS solution into

(a) components correlated (predictive) to Y and

(b) components unique in X but uncorrelated (orthogonal) to
Y

OPLS® Registered Trade marked and patented since august
2001

O2PLS® Registered Trade marked and patented

@UMETRICS B
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From PCA to OPLS

K Unsupervised
PCA on X will find the maximal
X variation in the data. PCA is the basis of
N all multivariate modelling.
K Supervised
OPLS is a prediction and
X OPLS % regression method that
finds information in the X
N data that is related to
known information, the Y
data.
B UmeTRICS C —

8/15/2008

What is OPLS?

e OPLS is aregression and prediction method
— Regression- how do things vary together?
— Prediction-how well the known information is predicted

e Regression relates one or more X-variables to one or more Y variables

Method X-Variables Y-Variables
Linear Regression 1 1
Multiple Linear Regression <N 1
Orthogonal Partial Least Squares Many Many

@UMETRICS e
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Dependence between Variables

Correlation and Covariance are measures of

— How things vary TOGETHER
— Either positive (both variables increase together)
— Or negative (one increases while the other decreases)
— Correlation coefficient summarises dependence of two variables and lies in the range —1 to
+1
Strong positive No dependence Strong negative
dependence R=0.9 R=0.0 dependence R=-0.9
Y Yo o ° y
o
° O o
(@]
o o o
(@] ° °
X X X
@ UMETRICS e

8/15/2008

Linear Regression

Linear relationship between a variable X, and a
response Y,

Y, =-1.54 + 1.61X, + e; R*=10.75

The deviation between the actual and the fitted

value 1s known as the residual \4

. .. . 3.5
Least squares analysis minimizes the sum of
squares of the residuals

Goodness of fit: R? =1 - SS ./SS 25]

tot.corr

»~
(3]
esponse Y,
| 2
>

— 1 denotes perfect model

Factor X,

2.5 3 3.5

y=mx+c+e

N

— 0 corresponds to no model at all
— 0.75 indicates decent model

Coefficient

@UMETRICS B

8/15/2008
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Multiple Linear Regression

e Linear relationship between many X-variables and a single
response Y,

e Suitable for a few X-variables °
— X-variables should be independent 2
— Must be more observations than variables /
o
X5
@ UMETRICS B
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What is a Y variable?

e Y variable contains information
about the sample (extract, tissue,
urin etc) Concentration

— Measured information
— Known information

e (Can be continuous
— Time Samples

Continuous

— Concentration

e (Can be discrete Discrete

— Wild type (WT) or Genetically
modified (GMO) GMO

— Male or female
— Control or treated

WT

Samples
@- UMETRICS - T

8/15/2008 12




Discrete/categorical variables

e When working with discrete variables the method is called OPLS-
discriminant analysis (DA)

— Useful in classification studies

— Biomarker identification

e When working with continuous variables the method is called OPLS
— Can also use PLS

e This course will cover applications based on one (1) discrete Y variable

— Theory for continuous and discrete Y variables are the same

@UMETRICS e

8/15/2008
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OPLS/O2PLS

e In SIMCA-P+12, OPLS and O2PLS use same algorithm

e To simplify the theory and applications
— OPLS=single Y

Predictions Plot/List Window Help

— O2PLS=multiple ¥ (T COEER e on Xbock
- Autofit PCA on Y-block
41,

1 # pext Component PCA on X and ¥ block

5’5‘ Zero Components PLS
< ” Remove Component
1 E‘; Autofit Class Models...

Summary »

Scores P

5 5
Loadings EFo3 TR
Loadings Bi plot

Hotelling's T2Range
Coefficients

Yariable Importance

Hierarchical Base Model ...

# Mon Hierarchical Base Model

Residuals

Distance to Madel
Observed vs, Predicted
Contribution »

Observation Risk

* v r v w

@UMETRICS e

8/15/2008
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Multivariate workflows
for “omics” analysis

Classification by OPLS-DA

@UMETRICS B

Classification Models

Two steps:

Train a model on Representative data

Test the model using new data

New data must try to capture all
possible experimental variation to
ensure robustness

Correctly

Model judged on classification Classified?

SucCCess

Step 2 is (AMAZINGLY) often
forgotten!

@UMETRICS B

16




Separating Groups OPLS-DA

OPLS-DA relies on a projection of X as does
PCA

OPLS-DA is a classification method using
same algorithm as OPLS

— Maximum Separation Projection

— Guided by known class information

— Easiest to interpret with 2 classes

— Extendable to more classes

Interpretation is the advantage for OPLS-
DA:

— Shows which variables responsible for class P
discrimination / "N

Omics Applications
— Predictions (diagnostics) JON - e S
— Biomarkers in metabonomics, proteomics and ' . —

genomics SRR e

@UMETRICS B e

8/15/2008 1 7

OPLS “Language”

e Predictive variation = correlated variation between X and Y

e Orthogonal variation = Uncorrelated variation between X and Y

Predictive variation Orthogonal variation

ylk O C\

Correlation(X,Y)>0 Correlation(X,Y)=0

@UMETRICS B e

8/15/2008 18




Orthogonal variation

Although no correlation
between X and Y, OPLS
finds other types of

systematic variation y

Random variation will not
be found by OPLS, this part
1s left in the residuals

This variation is important
information for the total
understanding of the studied
biological system

UMETRICS
8/15/2008

Known variation

Time trends
Gender

Growth conditions
(plants)

Unknown variation

Instrumental problems
Sampling problem
Sample management

Life style (humans)

19

The importance of knowledge about orthogonal variation

¢ Increased understanding of all variation in the studied system will

— Improve interpretation

— Reduce the possibility of misleading interpretation
— Improve the biological interpretation

— Improve experimental procedures in the future

* Design of experiment
* Improve normalisation

* Improve animal handling

» Standardize diet for humans

e Use all known information about the data in the analysis

— Take notes about all things that happens during the experimental and pre-

processing procedure

UMETRICS
8/15/2008
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x2

Why not only PCA?

OPLS will focus the predictive information in one component and the
other systematic information will be found in higher components

This facilitates interpretation
We still need PCA to look at trends and identify outliers!

PCA OPLS-DA
t1 ®
A ® ® x2 A to @ ®
2e. 0 ® o\@® - t1
O O 2
/@ >< x3 [OPLS mtatio> N® 7 x3
O ® O ®
O O
UMETRICS X — x1

8/15/2008 2 1

UMETRICS

OPLS-DA can cope with unwanted variation

Often the effect we are looking for is
masked by other unwanted variation

OPLS is able to rotate the projection so
that the model focuses on the effect of
interest

Here we want to focus on control vs
treated but gender is the bigger
influence on X

OPLS causes a rotation so that the first
OPLS component shows the between
class difference

Control vs Treated

8/15/2008 22
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How to make an OPLS-DA model 1

There are two alternatives how to do OPLS-DA in SIMCA-P

Use the OPLS/O2PLS-DA function

SIMCA uses a binary variable for Y which represents class membership (discrete variable)

In SIMCA a Dummy Y variable is assigned when you define a class ($DA1 or $DA2)

Select OPLS/OPLS-DA for modelling
Predictions have a value between 0 and 1 depending on class membership

This alternative is faster than the second

X Y1 = Control Y2 = Treated

0
0
0

23

UMETRICS
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How to make an OPLS-DA model 2
Use the OPLS/O2PLS function

Create a binary Y vector in e.g. excel and paste it in to the work sheet

Always choose Y=I for treated and Y=0 for controls to designate class belonging
—  Possible to assign class membership during import or after import

This will simplify interpretation
—  Positive loadings mean up regulated
—  Negative loading mean down regulated

Select OPLS/O2PLS using the created Y (1 and 0) as the response

Predictions then give value between 0 and 1 depending on membership

The significant advantage with method 2: easier to compare different models

X Y

24




OPLS-DA Geometric Interpretation

OPLS-DA finds the variation in X
that 1s correlated the Y variable

This is done by a rotation towards
the direction of Y

At the same time OPLS-DA finds
components that are uncorrelated to
Y but systematic in X

As in PCA, the data should first be
scaled and centred

Each observation is represented by
a point in multi-dimensional space

UMETRICS
8/15/2008

OPLS-DA
@
XZ A t01 ® ®
oO\@® t
OPLS rotati>> O [ !
O\e X3
O ®
O N
x1
 I—
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Recall from PCA

o PCA compress the X data block into A number of orthogonal

components

e Variation seen in the score vector t can be interpreted from the
corresponding loading vector p

PT

PCA

PCAModel X =t,p,T+t,p," +...+t,p,T+tE=TPT + E

UMETRICS
8/15/2008
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OPLS with single Y / modelling and prediction

’Y-orthogonal’ ’Y-predictive’

' - 0,7~

Py
- : = ) y

OPLS X =tpT + ToP,"T + E
Model L Y = t,q", + F

=

1..
:

@UMETRICS e
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OPLS with single y / interpretation

Few vectors to keep in mind for interpretation

e What's correlated between X=2>Y? |

— Look at the Y-predictive vector 1.e. t, and the
corresponding p,

[ |

e What is seen in the uncorrelated vectors, X--Y? Pt
— Unique systematic variation in X

— Look at the Y-orthogonal vectors i.e. T, and the
corresponding P To

@UMETRICS e

8/15/2008
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e The inner relation between X and Y is seen in the score plot between t,

OPLS Inner Relation

8/15/2008

and u,
OPLS OPLS-DA
4 u]_
O u 0”.‘
o .0 1 OQIDO
o0
o_. ‘
% 6}
.---".. (@) .0’
0.0 t DADO
0.7 0 ’
.60 ° 8}
B UmeTRICS B
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Recall PCA and DModX

Same rules as for PCA

DModX shows the distance to the model plane for each observation

Use DModX to detect moderate deviating samples
High DModX= uncertain prediction

@UMETRICS e
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DMODX
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OPLS-DA - Predictions

Summary of correlation

between X & Y
Y-Space
u y u
...................... Xl 1 1— I
".o‘ ?\_ I
0,5 K3 = ; O 5 —
R : ’ I
K : I
oo o’: . |
0’.‘ 0 T 1
0. t
Class 1

Predict New Y 0.8

UMETRICS
8/15/2008
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Summary of OPLS 1

e OPLS will improve model visualization and interpretation

— Separates data into predictive and uncorrelated information
» Improved diagnostics (will be explained)
— Improved visualization tools
» Score plot t[1] vs to
» Loading plot p[1] and p(corr)[1], p(corr)o
* S-plot
» SUS-plot

e Concept of uncorrelated information

— Experimental problem(s)
+ Life style (humans)
» Growth conditions (plants)
* Instrument failures

UMETRICS
8/15/2008
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Summary OPLS 2

e Explanation for single Y M=1

e The first predictive OPLS component is a line in the X-space with maximum co
variation and correlation between X and Y. The direction of the predictive
component can be found in t; and p,

e The additional orthogonal OPLS components are lines in the X-space which are
uncorrelated to Y. The direction of these orthogonal components can be found in T
and P

e Easier interpretation of score plot (to be demonstrated)

e Easier identification/interpretation of putative bio markers (to be demonstrated)
¢ Identification/interpretation of uncorrelated information (to be demonstrated)

e More transparent interpretation of model diagnostics (to be demonstrated)

e Works well for omics data

@UMETRICS e
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OPLS or OPLS-DA is NOT

¢ A method that gives better prediction than PLS
— Models are identical so predictions are identical

— Q2 is different between OPLS and PLS but that is due to different techniques of
cross-validation

e A pre processing method

@UMETRICS e

8/15/2008
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Multivariate workflows
for “omics” analysis

OPLS-DA model diagnostics

@UMETRICS B

Example 1 PCA compared to OPLS-DA

Plant metabolomics

e Samples: Transgenic aspen
— Wild type, WT
- MYB76
e Data: High resolution magic angle spinning, HR/MAS, 1H
NMR spectroscopy
— 500MHz spectrometer

e Objective: To detect metabolic differences between

— a) Wild type poplar (control group) and Transgenic, MYB76 modified
poplar

@UMETRICS B
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Example 1 Sampling

MYB76 —

Internode 1 %

Samples collected by the internodes of poplar plants
N,,=57 samples (3*8*2 + analytical replicates)

@UMETRICS B
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Example 1 Data pre-treatment

Data reduction
Bucketing width 0.02 ppm
Removal of water peak,

Normalisation
variation in concentration

TSP and Spinning Sidebands 8 e
X K=656
Water peak 15 -
arii—\ S -
sideband
” | ” | N=57
Two models
1) PCA
2) OPLS-DA
B umeTrics C —

8/15/2008
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Scaling of Variables

e Same rules as for PCA X3,

e Default in SIMCA: To centre and set
variation along each axis to one (unit
variance) o

e For spectroscopic data pareto scaling is a o
good choice
—Minimise the influence of noise and artefacts
—Spectral line shapes is maintained

@UMETRICS B

15/2008
8/15/200: 39

Example 1 Model settings in SIMCA-P+ 12

Overview | Variables | Observations |T|T:|nsforrn lag | Expand | Scale | Spreadsheet Workset

Observations: 57, Included: 45, Selected: 1 [ ] Set scaling (par)

Primary 1D L Include
oA * Define the response vector Y

% ] (WT=0, MYB76=1)

v A

7 a7 * Set model type to
oe OPLS/O2PLS

Mare ==

Find and select: I:I E] Set class: As modal:
Find class: Class from obs ID:

Modsl type: | OFLS/02PLS '+ ok [ caneel J[ b ]

QPLS/02PL5 lass

Same data for PCA model

@UMETRICS B
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Example 1 Nr of components

e Always use cross-validation to decide number of components

— Not always easy

PCA o e OPLS-DA 1+3 components ...
1,0
0,9
0,8 0,8
0,7
0,6 0,6
0,5
0.4 0,4
0,3
0,2 0,2
0,1
oo - oo o 0,0
a4 e X R e x o 2
E E E E E E E E E
8 6 8 8 8 8 8 & 8
Comp No.
UMETRICS B
8/15/2008 41
Example 1 Model interpretation of scores
PCA tl VS t2 ’ : 2 PCA tz VS t3 X, PCA : !
0,5
04 e
@E3_r@F3_r
03 2 1%
0,2
0,1 r2
8 & 0,0
-0,1
-0,2
-0,3
0,4
-0,5

0,8 -06 -0,4 -0,2
t[1]

-0,0 0,2 04 06 08

0,0
t[2]

R2X[2] = 0,211739 R2X[3] = 0,133315 Ellipse
Hotelling T2 (0,95) sl
SIMCA-P+ 12 - 2008-03-06 18:21:07 (UTC+1)

: Hotelling T2 (0,95)
IMCA-P+ 12 - 2008-03-04 14:10:19 (UTC+1)

R2X[1] = 0,333338 R2X[2] = 0,211739 Ellipse:

UMETRICS
8/15/2008
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Example 1 Model interpretation of scores

u 1 L] 1
PCA o : OPLS-DA ° :
0,6 .
05 Wild type vs MYB76
@3 0.5
0.4 @3_& \ Q
@3 _r1eF3_r 04 A‘Ez 2
0,3 _r _|
«®2 1% 03 o < g
&
0,2 3 o
2 il m C
0.1 ¢ 01 5 & =
—_— =+
©. 0,0 S o0 % bl g e —
= s - £ Oyei EC6 B
N -0.1 < A3 )
0,1 ) S
g &5 mC8 =
02 02 g &5 m v
f ’5
0,3 = & g
-0,3 ms7 3.
. @3 [ =4
04 6 W6 ="
-0,4 @E3 ©]
05 0.5 Between group variatior B
) 06 S —
-0,6 -0,4 -0,2 -0,0 0,2 0,4 0,6 -0,6 -0,5-04 -0,3 -0,2-0,1 0,0 0,1 0,2 0,3 04 0,5 0,6
t[2] t[1] —
! X(3] = 0,133315 Ellipse: Hotelling T2 (0,95) R2X[1] = 0,156759 R2X[XSide Comp. 2] = 0,211296
SIMCA-P- UTC+1 S 5 SIMCA-P+ 12 - 2008-03-04 14:10:52 (UTC+1)
& umeTrics |
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Example 1 Model Diagnostics

e Questions
1. How good is the separation between the two plants?

2. How much variation in X is related to the separation of the two
plants?

3. How much of the variation is related to common internode
variation?

e Can not answer these questions due to PCA mixes both types of
variation. Interpretation issues.

@UMETRICS B

8/15/2008
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Example 1 Model diagnostics PCA

P+ NMR METABOLOMICS_ PCA VS OPLSDA - M1 9{i=(E)
Workset.. ] [ Ophions. .. ] Titl PCA model B
Type: PCA  Obzervations [M]=57, Wariab (3 Comp)
Components:
A RZ2x R&<[cum] | Eigenw... o2 Lirnit [2(cum) | Significance Iterations
o] Cent.
1 0,333 0,333 19 0,288 0,019 0,288 R1 23
2 0,212 0,545 12,1 0,271 0,0194 0,481 R1 20
3 0,133 0,678 7,6 0,235 0,0187 0,603 R1 23
Fit or R2
*Explained variation R2X(cum) = 1- RSS/SSX4t corr=1-unexplained variation

*For whole model or individual variables
RSS=> (obs-pred)?

Prediction (Cross-validation) Q?

ePredictive variation Q% = 1 - PRESS/SSXi4t corr

eLeave out dafa in turn PRESS=} (obs-pred)? - Cross validation
ePredict each missing block of data in turn

eSum the results

@UMETRICS B

8/15/2008 4 5

Example 1 Model Diagnostics OPLS-DA

SIMCA-P+ 12

P NMR METABOLOMICS_ PCA VS OPLSDA - M8

Workzetb.. ] [ Options... ] OPLS model
Type: OPLS/02PLS Obszervatior (1 +4 Comp)
Components:
Model summary RiIB R | R2¥lcur) | Eigenvalue RZv | RZv(eum) B2 |  Q2(cum) | Significance
v » Model 0,769 0,977 0,941
Predictive variation 0 Cent. Cent.
> P 1 0157 0,769 346 0977 0977 0941 0941 R1
=% Orthogonal 0,613 0
01 0,287 0,287 12,9 0 0 R1
o 0 2 0,211 0,498 g,51 0 0 R1
Orthogonal variation 0 3 0,057 0,55 2,69 o o R1
XLy 0 4 0,0546 0,613 2,46 0 0 Ri
R? and Q? is also of importance for OPLS and OPLS-DA models
*R? is separated into predictive and orthogonal variation
@UMETRICS B
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Example 1 Model Diagnostics in OPLS-DA

Model Summary
R2X(cum)=0,769. Predictive + orthogonal variation in X that is

explained by the model (0,157+0,613=0,769).

R2Y(cum)= 0,977. Total sum of variation in Y explained by the model.
Q2(cum)=0,914. Goodness of prediction, calculated by full cross
validation.

P NMR METABOLOMICS _ P

P=Predictive variation, variation in X that is Co) o) OPLS model

correlated to Y D gsmRs meesin (144 comp)

A=1, corresponds to number of correlated components between X and e e

Y = udel — 0,769 — 0,977 0,941

R2X=0,157. This is the amount of variation in X that is correlated to Y. 0T btogena M W6 T barl AmoAn
01 0,287 0,287 12,9 0 0 R1
02 0,211 0,438 9,51 0 0 R1

O=0Orthogonal variation, variation in X that is o4 e =L "

uncorrelated to Y, X--Y

A=4. corresponds to number of uncorrelated components. Each

uncorrelated component can be interpreted individually.

R2X=Amount of variation in X that is uncorrelated to Y but with

systematic variation. Each component is represented individually.

R2X(cum)=0,613. In bold is the total sum of variation in X that is

uncorrelated to Y.

@ UMETRICS B
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Example 1 Model Diagnostics in OPLS-DA

NMR METABOLOMICS_ PCA VS OPLSDA.M2 (OPLS/O2PLS-DA), OPLS-DA WTvs MYB76 M 1

P, NMR METABOLOMICS_ PCA V@Dians =03 A b o 2 iz e
(woree) [opions_ OPLS DA model 0.6
Type: OPLS/D2PLS-DA Dbservations (1 +4 Comp) 05
Compaonents: 0,4
A A2 | RZA(cumm] Eigenvalug R2v | RZvcum) 02 (2[cum] | Significance 0.3
¥ Model 0,769 0,977 0,941 ! 2
a Cent. Cent. 0.2 =\
' =%
0,1 =
~ aQ
S 00
How good is the separation between the Iy S
o
two plants? 02 E
03 3
R2Y(cum)=0,977 o NE ) e
— ' =) W6
QZY(Cum)_09941 05 Between group variation
0,6 —
. 0,6 -0,5-0,4 -0,3 -0,2-0,1 0,0 0,1 0,2 0,3 04 05 0,6
*The higher R2Y and Q2 the better )
separation between WT and MYB76 RN -

If R2Y(cum) and Q2(cum) differ more
than 0.3 be careful

@UMETRICS B
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Example 1 Model Diagnostics in OPLS-DA

NMR METABOLOMICS_ PCA VS OPLSDA.M2 (OPLS/O2PLS-DA), OPLS-DA WTvs MYB76 M
t[Comp. 1]/to[XSide Comp. 2] °
Colored according to classes in M2

Py NMR METABOLOMICS_ PCA VaoRLaD

1
2

OPLS model 06
Type: OPLS/0ZPLS-DA Observations (1 +4 Comp) 05
Components: 0,4
A A2 | RZA(cumm] Eigenvalug R2v | RZvcum) 02 (2[cum] | Significance 0.3
0,769 0,977 0,941 ' 2
L Cent. 0.2 =
B 0157 0763 346 0877 0977 0341 0,941 R1 ] ! =%
=% Orthogonal 0,613 0 0,1 =]
0 = ]
T 00 L>—O
3 0,0557 0,55 2,69 ] 0 Ri - 5 w6 ’8
4 0,0546 0,613 2,46 1] 0 R1 -0.1 é
-0,2 §
. . o . -0.3 é o .57
How much variation in X is related to the 04 L8 .L\%“:/J
. s
separation of the two plants? 05 Between group variation
_ ° : 0,6 e
RZX(I) 0,157915,7 /0 0,6 -0,6 -0,5 -0,4 -0,3 -0,2 -0,1 0, 0,1 0,2 0,3 0,4 0,5 0,6
1]
GL e e 0’6'(,
How much of the variation is related to
common internode variation?
R2X(02)=0,2112>21,1% mmp> (,8
@ UMETRICS B
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Example 1 Answers to questions

1. How good is the separation between the two plants?
R2Y(cum)=0,977

2. How much variation in X is related to the separation of the two
plants?
R2X(1)=0,1572>15,7%

3. How much of the variation is related to common internode
variation?
R2X(02)=0,211>21,1%

OPLS model diagnostics can answer all questions

@UMETRICS e

8/15/2008
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Summary

OPLS is a rotation of the model plane

— No magic, pure mathematics

OPLS separates predictive variation from orthogonal variation
— Predictive variation = Correlated variation between X and Y
— Orthogonal variation = systematic variation in X uncorrelated to Y

Facilitates model interpretation

OPLS makes the diagnostics more transparent

@UMETRICS B

8/15/2008

Multivariate workflows
for “omics” analysis

OPLS-DA for biomarker identification

@UMETRICS B




Outline

Multiple groups

Useful tools in biomarker identification
— S-plot
— SUS-plot

Example: GC/MS metabolomics

Balanced models

@UMETRICS e

8/15/2008 5 3

Multiple groups

e Detailed information is easiest
to interpret with 2 classes

— OPLS-DA loadings are difficult to
interpret with >2 classes

e Itis still possible to compare
more than 2 classes

— A solution to the problem will be
provided

@UMETRICS e
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Problem formulation “omics”

e Omics rarely have a multi-group problem

e Omics problems often have one (1) Control vs. several treated
— Wild type vs. number of genetically modified (plant science)

— Control vs. treated
— Control vs. time point 1,2,3,4

e The multivariate evaluation should therefore be performed so that we
compare each treated group vs the control.

@UMETRICS e

8/15/2008

WT LS
2B S T 2B
@UMETRICS e
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Why not more than 2 classes?
o [fONLY score overview is wanted
than 3 to many classes is OK
e The reference (the zero) in a 3 class @
model is the average of all 3 classes u ® BWT
. . Hy @
e In this example the loading @®L5
interpretation would be VERY ® ® O2B
: H @
difficult
e For biomarker identification use o ©
only 2 classes at time @

56




Better to do separate models

WT vs L5 WT vs 2B
BwWT BWT
oL ° O2B
H l. | -
Hy ® e u ~° O
— ° —B 0O
_ o © m
These are the evolutionary cases
| > @ n » O
From WT to L5 From WT to 2B
£p umeTrics |
8/15/2008 57

Useful tools in biomarker identification

e S-plot for the extraction of putative
bio-markers

S-plot

e [oading plot with jack-knifed
confidence intervals

e SUS-plot to detect Shared and Unique
Structures when many classes are
compared to a common reference

SUS-plot
1,0)
0,8
08§ ‘INOSITQ ic
0.4 ‘DA th
0.2 "NRFFINOSE
' myo-INEsANO| AMI ul
0,0 G, Pl =

* 3 N ucaric a
-0,2) Galact] (r G Xe} E—g-
ol “

_Wé-Sito
04 N ARBOHY
-0.8 ‘LINOLEIE A
_1'.1,0.0,8.0,6-0,4-0,2-0,00,2 040608 1,0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80
@UMETmcs - TS
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S-plot

Putative biomarker identification

e Visualisation of the OPLS-DA
loadings

e Combines the modelled covariance and
modelled correlation from the OPLS-
DA model in a scatter plot :

»

o Ifthe data, X, has variation in peak
intensities, this plot will look like an S

Aligeleoy

[1](1100)d

e The p,-axis will describe the
magnitude of each variable in X : 27

<
<

e The p(corr), -axis represents the
reliability of each variable in X

a
v

e p(corr), — axis always between £1 Variable Magnitude

& umeTrics O

8/15/2008 5 9

S-plot

e Why is this of interest?
SIGNAL TO NOISE

e (Good overview of the data and
model

»
»

=

e Peaks with low magnitude/intensity
are close to the noise level

— High risk for spurious correlations

=

UOIe[24102 P3||SPOA
AlgelRy

o D)oo

e Ideal biomarker have high
magnitude and high reliability - . py

<
<

— Smaller risk for spurious p[1]

correlations Variable Magnitude
Modelled co-variation

S
v

B umeTrics O
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Variable magnitude=> Cov (t,,X) =

Modelled co-variation

Reliability—>
Modelled correlation

Corr(t,,X) =

S-plot

Notations used in

(%X __— SIMCA-P+12
N U

Cov(t,,X) _ p[1]

O, Ox

=p(corr)]

O, Ox

p[1] are also called model loadings

p(corr)[1] variation related to variable magnitude is removed

o= Standard deviation of t,

oy = Standard deviation of each X variable

UMETRICS - T
§11572008 61
How to do S-plot in SIMCA-P+12

5 Favorite Project Files
[ Drag and drop files hare |
i+ Favorite Commands
ER; New Warksst
gl
[%] Standard Fit and Plots
=% Create List
(il Create Flot
‘=5 Favorite Plots and Lists
"‘\3 [:i Score Scatter Plat
IL"__ Score Scatter 3D Plot
[:i Leading Scatter Plat
= Distance to Madel X
[:: Hotellng’s T2Range plot
= i3 PLS Plots
[k Coefficient Plot
[:: Observed ve Predicted

.l...f‘.vw............

=] OFLS-DA
[:i Predictive S-plot
[:: Orthegonal Splat

Project Favorites
[ Add project specific favortes he

UMETRICS
8/15/2008

Predictive component
— Go to favorites/OPLS-DA and select predictive S-plot
— Change the axis

Orthogonal components
— Go to favorites/OPLS-DA and select predictive S-plot
— Change the axis under properties
— Ad this plot to favorites under the name orthogonal S-plot

Properties ‘Zl@lgl

Data Series | Label Types | ftem Selection || Color | Transformation | Size || Limits

Select data type Observations and Loadings hd

Observation:

3

Data kem Comp:  CV:

MB:WTvs »| p 1 |+

Selected: {1)

Item

Data ‘ ‘XSIdQ Onhn‘ Scaling ‘Oﬁset ‘
-1 ~ 1

[ERENT °
Mg |~ |~ | 1 - il o

X-Axis
Series

[ ok [ cancel |[ oy |[ Hep |

62




S-plot and loading plot

e The extraction of putative biomarkers from the S-plot could be
combined with the jack-knifed confidence intervals seen in the loading
plot

0,40

030 Loadings sorted against size

50 100 150 200 250 300 350 400 450 500 550 600 650

@ UMETRICS I

8/15/2008
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Jack-knifed confidence interval

e Loading confidence interval (CI) calculated with help from cross
validation

e Example: 7-fold CV are used

| The confidence interval reflects

I 3 oq
X OPLS > H ithe Varlgble stability and
i uncertainty

28 | P=p,tpttp) 7

P2 | |

P3| | CI=SE*t(a,df)

Piq | |

5 15 | | SE=SD/Vdf - calculated from the cross
pj ‘; : : validated loadings

[C)ll : : t(a,df) - by default a=0.05 and

df=number of CV rounds (here 7)
@ UMETRICS B

8/15/2008

64




p(corn)[1]

S-plot and loading plot

e The combination of S-plot and loading plot interpretation can easily be

done interactively in SIMCA-P+12

NMR METABOLOMICS_ PCA VS OPLSDA M8 (OPLS/O2PLS), WT vs MYB76
p[Comp. 1Jp(com)Comp. 1]

JOLOMICS_PCA VS OPLSDA M8 (OPLSIO2PLS-0)
picomp. |

1,0- =
0,8 _ - - _ I _
| N R R -0,00) - ’ﬂ&E
06 N N - OO
| 4 a4 4 -0,05 - = T
04 ié“A - — - _
0,2
- “ -0,10) -
-0,0 =
1 = -
-0,2° AA‘ 0,15 —
o4 sl -
06 A M . R o AAA A -0,20) _
T A A oA =
08 A A a 0,25

0 b
-0,30 -0,25 -0,204 -0,15 -0,10 -0,056 000 005 0,10 0,15
pI1]

Marked variables in the S-
plot

UMETRICS
8/15/2008

020 025 0,30

5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80

Same will be marked in the loading

plot including the confidence intervals

65

S-plot for NMR data

e [f NMR data is modelled you could also work interactively with the

S-plot and the average NMR spectrum

MR METABOLOMICS_PCA VS OPLS
pIComp. p(com)Comp. 1)

Average spectrum

1,0
0,8
0,6
0,4
— 0,2
5 .00
8
=
-0,2
0.4 .
0,6 : i
mmﬂ R &
-0,8] @B @ ® k
I}
-1,0
020 05 010 005 00 005 010 015 02 02 0%  SRSEBEEEEEEeULEYNEHaTsraBRsEoItonesyesNsneey
p[1] TOONWOOMNNMNNMNNOOOOTOMMMOANNNT——OO ' P P rr b
ppm
UMETRICS - T

8/15/2008
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p(corn)[1]

1,0
08
06
04
0.2

S-plot and loading plot for putative biomarker
identification

Three general cases

1. Ideal case or highly likely-High magnitude/high reliability
2. Unlikely case-High magnitude/low reliability
3. Difficult case-Low magnitude/high reliability

NMR METABOLOMICS_ PCA VS OPLSDA.M8 (OPLS/O2PLS), WT vs MYB76
p[Comp. 1Jp(com)Comp. 1]

0,0
0,2
04
0,6
0,8

A A a
a A
4 a4
‘Af“AfA
Latt
£ ;
28
A
A “~ A’ A‘A“h A
N A

-1,0

UMETRICS

xT
-0,30 -025 -020 -0,15 -0,10 -0,05 0,00
pI1]

005 010 015 020 025 0,330

5 10 15 20 25 30 35 40 45 5 55 60 65 70 75 80

CHECK THE RAW DATA!

8/15/2008
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p(corr)[1]

1. Ideal case

e Putative biomarker with high magnitude and high reliability
DlCamD_‘;YUU

" b _01055 ]

0,8 _ o

0.6 * N ' * = -0,15°

0,4 ; ‘A‘ L |

0.2 " }?‘ 2 -0,20:

-0,01 -0,25- -

e 45 50 55 60 65 70 75
0,2 AAA ry a1 sy
A

-0,4 A A A

08 4 . A opd Mot

-:),8 E] a A A A A‘A _

0 -0,20 0,10 -0,00 0,10 0,20 0,30

pl1]

e Double-click on the variable in the S-plot and the raw data plot will appear
e Statistically significant variable

UMETRICS B

8/15/2008
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2. Unlikely case

e Putative biomarker with high magnitude and low

NMR METABOLOMICS_ PCA VS OPLSDA.M8 (OPLS/O2PLS), WT vs MYB76
p[Comp. 1)/p(corr)[Comp. 1]

1,0
A A
N A
0,5 §AA‘A A
A
= 3
§ 0,0
o Iy
5% t
id
A
05 RYSELr Y
A4 L A
AA Iy
AA A A
-1,0
-0,30 -0,20 -0,10 -0,00 0,10 0,20 0,30

e Not statistically significant variable

reliability

UMETRICS
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3. Difficult case
e Putative biomarker with low magnitude and medium reliability

NMR METABOLOMICS_ PCA VS OPLSDA.M8 (OPLS/O2PLS), WT vs MYB76
p[Comp. 1)/p(corr)[Comp. 1]

Average spectrum

1,0
0,045,
0,040,
0,5 0,035
L 0,030
= u
= A
= 0,025
§ 00 g
% X 0,020
N ¥ 0,015
L At
-0,5 L. R 0,010
0,005
10 0,000,

-0,30 -0,20 0,10 -0,00 0,10
p1]

e Not significant

— Variable in the noise

UMETRICS
8/15/2008
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How to choose cut offs in the S-plot

No simple answer but some thumb rules are helpful.

E : % 8. 3850 o\ risk

/‘;\ 02 & High risk
o
(&) 00
a
02 . .
High risk
04
06
, 08 2,74 i ; ;
Low risk ‘ 45 Risk for spurious correlations
o ‘A1E8 254 €

03 0.2 0.1 0.1 02

0.0
p[1]
Reference: Cohen, J., What I Have Learned (So Far). American Phychologist 1990, 45, (12), 1304-1312

@UMETRICS e
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Why not exact cut of limits

Problem

— More samples stabilize variability
* Smaller p(corr)1 will be statistically true
* This is the nature of variability

Some people like to divide correlations into
— Small -0,3 - (-)0,1 and 0,3 - 0,1
— Medium -0,5 - (-)0,3 and 0,5 - 0,3
— Large-1-(-)0,5and 1-0,5
— Ref: Cohen, J. (1988). Statistical power analysis for the behavioral sciences (2nd ed.)

p(corr)1 can be divided in a similar way

Do not be strict, think about context and purpose

@UMETRICS e
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Example 2 Multi class Metabolomics

e Samples: Scraped xylem from transgenic aspen
~  Wild type, WT, N=10
— L5, down regulated p#tPM1 gene, N=7
— 2B, up regulated pttPM1 gene, N=9

e Data: Resolved and integrated metabolites from Gas Chromatography Mass
Spectrometry, GC/MS

o Ob] ective
Class separation
— Identify putative biomarkers
— Identify Shared and unique structures
— How to interpret uncorrelated variation

Reference:
Wiklund et. al Analytical Chemistry 2008, 80, 115-122

Visualization of GC/TOF-MS-Based Metabolomics Data for Identification of Biochemically
Interesting Compounds Using OPLS Class Models

@UMETRICS B
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Example 2 Model settings

Worksat L BX
Overview || Variables | Observations | Transfom | Lag || Expand | Scale | Spreadsheet
iables: 77, Selected: 77
W 0 rks et Prim. T™i Type Bock | M Avg Std. -
X Win... Dode. Par : 1 414 9,728, 2 h
R ChoOSC par
X Wn. LVai. Par  — 1 1 e L
S 1 b X Win.. ETHA.. Par - 1 1588 3098
X Wi Eth: P: — 1 8 1823
e Set scaling (par tes 2 Ll
X Win.. ETHA Par — 1 3497, 8939,
X Win.. Buan. Par  — 1 2%06. 7297
X Win... 2-Pip Par — 1 2361 5,04
D f h Y RWin.. Lid.. Par - 1 5135 Sdes
L eline the response vector HeoeloEoC 1 iR
XWn. NA  Par  — 1 138, 363
X Win.. LGt Par — 1 117 8161
. RWin. Mdc.. Par  — 1 1082 1677
Model 1 Y=0 for Wild type Y=1 for L5 | == - & & @ |
e E— 1 sel 11
Model 2 Y=0 for Wild type Y=1 for 2B | o . select a
ode or 1 Ype or ([Use Sirple Woge | odeltpe | vt iy o
in itions ¥ Colur
in

e Exclude all samples from the other 2
class ]
MV riables | Opservations | Transforn | Lag | Expand | Scale | Spreadsheet
Primary 1D "FM ide. - Cum::ﬁ = [ | X S Y
. —
e Set model type to OPLS/O2PLS = ct
Make two models
moris [ 8
@ UMETRICS — [ Use Smpie Mode ] Modsltype:[0PLS/02PLs v [__oK ] [ Cancsl [ Hep |
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Example 2 Multi class Metabolomics

Data table of resolved and integrated metabolite from GC/MS profiles
K=113

1
L5 4 !
Fit Two OPLS models !
one for each transgen )( 0
0
WT - 0
Predictions Plot/List Window .
Change Model Type (OPLS/02PLS) » e
W
# Next Componen K_ 1 1 3
- 1
g Zero Components
’q Remove Component 1
@,3 Autofit Class Models... 1
=> |,
0
0
UMETRICS
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P:. GCMS metabolomics - M104
Workset... ] [ Optionsz... Title WT we L5 par Q
Type: OPLS/02PLS  Observations (M]=17. Variables [K]=81 [x=80,v=1]
Components:
B RZx | RZ<[cum) Eigervalue RZ7 | R2v(cum) oz Q2(cum) | Significan...
¥4 Model 0,753 0,942 0,764
0 Cent. Cent.
P1 0,118 0,753 12,8 0,942 0,942 0,764 0,764 R1
=% Orthogonal 0,635 o
1 0,338 0,388 G,6 [a] 1] R1
2 0,197 0,585 3,35 [a] 1] R1
3 0,0495 0,635 0,849 [a] 1] R1
S-plot
2
I 1,0
6000: 08 +Glucaric a -Phosph
4000 } ° z‘j AN ,,. yceric a Malic ads
4 .Dicily Macinica
2000, WT Aa = 02 aiNosBlugo o ™
z 5 00
1 g -0,2 Sucrose R
-2000° “L-AspapuR(
| AA A 04 ol
-4000- 0,6 i
-6000- 0,8
5000  -4000  -3000  -2000  -1000 0 1000 2000 3000 4000 5000 o -0,40 -0,35 -0,30 -0,25 -0,20 -0,15 -0,10 -0,05 0,00 0,05 0,10 0,15 0,20 0,25 0,30 0,35 0,40
1] p[1]
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S-plot and p1 column plot

e WTvs5S

High confidence interval=uncertain
Low confidence interval=Statistically significant

(corr)[1]

P
Lo &
222828 8

WT s LS WTs L5
+Glucaric a -Phosph T
Aoty ceric a Malic adi -0,00 . [T —
o R -0,10] | — LT 1
—= 020 —— J _
Suc[oLse _0’30 o
-Gluta%@é —
-0,40
“LINOLEIC A 0,50
Y, .
-0,40 -0,35 -0,30 -0,25 -0,20 -0,15 -0,10 -0,05 0,00 0,05 0,10 0,15 0,20 0,25 0,30 0,35 0,40 o — — c < < <
pl1] ()] () Q —
8§ ©8 £ © E o Z Z
S 2 § € 5 U4
» £ 5 3 5
< 3 3 0 0
a O 4 Z
SINCAP* 12 - 2008.04.01 12:06:36 (UTCH)
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Shared and unique structure-SUS

e Comparing biomarkers from two sets (two models)
— Which biomarkers vary in the same direction in both models= shared structure
— Which biomarkers vary in a unique direction= unique structure

e Plotting p(corr), from both models

Metabolites found on:

Diagonal a=Shared structure both classes up or
down

Diagonal b=Shared structure but in opposite
directions.

pajean SA [0NU0)) TN
[(1109)d

1 and 2=Unique for M1

3 and 4=Unique for M2 p(corr)1
M1 Control vs treated
@- UMETRICS TS
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Shared and unique structure-SUS

a=Shared structure both classes up or down

— Closer to -1 and +1 the more reliable

— Many on this diagonal implicates same effect
b=Shared structure but in opposite directions.

— Closer to -1 and +1 the more reliable

— Many on this diagonal implicates opposite effect

1 and 2=Unique for M1
— Biomarkers differs for control and treated 1
— Biomarkers are similar for control and treated 2

PajeaN SA [0uU0)) TN
[(1109)d

3 and 4=Unique for M2
— Biomarkers differs for control and treated 2

— Biomarkers are similar for control and treated 1

p(corr)l
M1 Control vs treated

@UMETRICS e
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SUS-plot in SIMCA-P+12

» Under Plot/lists/scatter plot
* Select the two models to compare

Scatter Plot
Data Series | Label Types || tem Selection | Color || Transformation || Size | Limits
Select data type: |Observati0ns and Loadings b |
Data: ttem: l}‘: Observation: Comp: CV:
[M1:wTus1v] [p v
Selected: (1)
Data ltem | Pred Comp | Scaling | Offset |
X-Axis v |plcorr) > 1 - 1 o
Series |[M1 | =] plcorm) -1 - 1 0
[ Scale 01
QK l [ Cancel ] [ Help ]
& umeTrics |
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Example 2 SUS-plot

e To ad line in plot go to power point

SUS-plot

elr2 o ++

*INOSI

* Glucaric

N
tebnique tr 1|

-0,6
-0,8

-1,0
-1,0-0,8-0,6-0,4-0,2-0,00,2 0,4 0,6 0,8 1,0

WT vs L5 p(corr)[1]

“LINOLEIC WA

Shared - - | Uniquetr2

10 (UTC+1)

@UMETRICS B

8/15/2008

More than 3 groups

SUS-plot works well with 2 models i.e. 3 groups

More than 2 models gets a little bit more complicated

3-4 models pair wise SUS-plots

Alternatively colour the SUS-plot by different models

More than 4 models

— Sorted and coloured exel lists

— Clustering analysis

@UMETRICS B
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Example 2 Orthogonal variation

e Why is there a small class separation

1,01

6000 0.8]

0,6
4000- °
1 0,4
2000 02
= 1 ° ’
)

0 o £ -00]

within the WT S-plot orthogonal vectors
4000; @ iZ:: ~L'A5par59§\a t!&;‘W-’/?‘g\{e{oa|pha-|_7|No

WTvs 5
=Fructosefaugro
5Glucose
-6000- -0,8]
-1,0
-5000 -4000 -3000 -2000 -1000 0 1000 2000 3000 4000 5000 -0,7 -0,6 -0,5 -0,4 -0,3 0,2 -0,1 0,0 0,1 0,2 3 0.4 0,5 0,6 0,7
1] pPI1IO

SSSSSS

‘NATGARBOHY . . ci

)10

p(col

amear

Orthogonal S-plot <DQ/
Identifies the unknown effects in X < Check the raw data
UMETRICS
8/15/2008 83

What to report about biomarkers

e All groups have their own way of reporting results
— Here are some suggestions
e S-plot
e SUS-plot
— If more than two classes
e Effect size between two classes based on model
— p(corr)l
— Confidence interval (very important but unfortunately very often ignored)
e Effect size between two classes based on raw data

— ratio between control and treated

— Cohen’s d 2 d=(M1-M2)/0 (M1=mean for group 1 and M2 mean for group 2, ¢
pooled std for both groups)

— P-values from t-test

@UMETRICS B
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S-plot vs. other methods

The S-plot demonstrates influence of both

magnitude and reliability 10
08t AN ] e
Alternative methodology 06 e
—of @ @ |
> =02
1. Student’s t-test .
— Focus only on reliability (assumes t- [®) 0’2
distribution) 3 L Black p<0.01
_ _ . Q - . Blue 0.01<p<0.05
2. Volcano plot (common in transcriptomics) 06 Green 0.05<p<0.1
—  t-test between two groups (reliability) 08 Red p>0.1
1,0

—  Plot with -log(p-value) vs. log2(fold change) U040 03 02 0 01 02 03 04

1 00
1
3. Permutation test p[ ]

— Focus only on reliability (no distribution
assumption)

—  Test the stability of the result
— e.g. gives a p-value on a correlation

@UMETRICS I

8/15/2008 85

Conclusions

e The S-plot is an easy way to visualize an OPLS classification model. It
has mainly been used to filter out putative biomarkers from “omics”
data e.g. NMR, GC/MS and LC/MS metabolomics data.

e The S-plot can be done using PCA or PLS-DA ONLY if a clear class
separation is seen in the first component in the score plot.

e In the S-plot both magnitude (intensity) and reliability 1s visualised.

e We can obtain a list of potential biomarkers which are statistically
significant.

e These biomarkers are statistically significant, but not necessarily
biochemically significant.

e The SUS-plot is a useful tool to identify shared and unique structures
from multiple classes

@UMETRICS I
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Multivariate workflows
for “omics” analysis

Chapter 6
Model validation

@ UMETRICS -

Recall correlation vs. causation

Correlation or causation?

80

Although the two
variables are "’ .
correlated, this does ™ .
not imply that one . .

causes the other! 3
.

55

Real but non-causal,
or spurious ?

50

Inhabitants (in thousands)

L 4

45

40

100 120 140 160 180 200 220 240 260

Number of storks in Oldenburg 1930 - 1936
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Classification Models

e  Two steps:

1. Train a model on Representative
data

2. Test the model using new data

e  New data must try to capture all
possible experimental variation to

ensure robustness
Correctly

Classified?
e  Model judged on classification
success

e Step 2 is (AMAZINGLY) often
forgotten!

@ UMETRICS B

Validation of Classification Models

e Always start by evaluating the training set Chloroguine-SD Class

y

— PCA of individual classes x
— PCA of all classes o K
— Plot scores g

— look for patterns and trends

*5C

o
4%

e Outliers may seriously disturb a model

— TI'y to explain Why i OLAJNtIierrerrﬂloved i

* Incorrect values »
 Pre-processing errors
— Remove if motivated

e Make OPLS classification model

— Training set

E[A

e Validate model
— Internal
— external

@ UMETRICS B




Validation

1. Internal Validation

Cross validation Q? (Default 1/7)
OPLS full CV

Detects Over fit

Cross validated score plot

Outlier detection
Distance to model, DModX

2. External Validation-test set
Classification (OPLS-DA)

Misclassification list

Prediction list

Distance to model, DModX
OPLS

Regress Obs vs Pred = Q? ext
RMSEP

Prediction list

@ UMETRICS

in SIMCA-P+12

Cross Validation = R2(ourm)

G2(cum)

SIGNAL -NOISE = OVERFIT

SMCAPY 10.0- 0371112003 16:58:19

5 WT Model A5 Model 8 WT Model A 2B Model
a) WT Cross validation 5 Cross validation b) WT Cross validation 2B Cross validation
6000 5000
4000
4000
c [ ] A 3000 2
[ |
0 M A K
— A
e 0
o L A
- N
-2000
] ¢
-4000
[}
5000

-3000 2000 -1000 2000 3000

Validation of Classification Models

External validation

e Ideal case

Repeat investigation from scratch
New day, new personnel
New individuals

(New spectrometer)

Aim

T

Correctly
Classified?

— Capture as many sources of variation as possible

Ensure method is robust

Is the classification the same?

* Do you find the same biomarkers?
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Distance to Model, DModX

e A key concept in multivariate data modelling

e How far is an observation from the model space?
— 1.e. what is unexplained by the model?
— Residuals (what is left over)

e Used to assess similarity to training set
— Find outliers
— Assign class memberships
— Warn when extrapolating

@ UMETRICS B e

DMODX when Classifying

Two types of DMODX when making predictions

DMODX
1. DMODX For detecting outliers P
e C(Called “regular” in SIMCA-P
e Used with training set

2. DMODX + for Classification

e Takes into account length of “beer can” DMODX +
e Used for prediction sets

@ UMETRICS B e




Cross-validated score plot

e For each observation there is

one score value from the
model (t1) and one from
cross validation (tlcv)

e Visualize the prediction
uncertainty for each
observation

tl class 5

tlcv class 5

tl reference WT

tlcv reference WT

@ UMETRICS

Cross Validated Scores

nEp)

11 ()
] (A)
tev1] (B)
tev1] (A)

2000

1000

t1 and t1cv

-1000

-2000

Obs { cv —u

>

A,

n
A

[ |
A A

[ ] 2

u >

Obs ID (Primary)

R2X[1] = 0,122615

SIMCAP+ 12

- 2008.05-15 12:31:03 (UTCH1

CV-Score plot

e Make this plot under plot/list/scatter plot

Scatter Plot

Data Series |Labe| Types || tem Selection | Color | Transformation | Size || Limits

Select data type: |Variables and Scores

9

Data: ftem:

Variable:

[Ma:Witvs5 ] [t

v

Selected: (2)

Comp: CV:

|Pred Comp | Scaling | Offset |

Data ltem
X-Aodis | [TER | Num -

10| ()
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Balanced models

e Try to avoid different number of samples in each class
e The reference point will not be in the centre of the model

— Might be misleading for predictions and interpretation

@ UMETRICS B e

Misclassification table

e Under predictions/misclassification Properties
Misdlassification |
e Calculates the number of correct predicted e
(#) Assign each observation only to the nearest dass.
. . Do not assign observations with no predicted ¥
e Must define class membership in the raw o OO
data O Assign obzervations to all dasses above the limit
Do not assign observations with no predicted ¥
below I:I to any dass

e Must use OPLS/O2PLS-DA

e Results:

— 71,43% of B samples correctly classified,
80% of A samples correctly classified

E Misclassification Table for Model 9

S, e 1 2 OE §

° F_lSh?I' s Exact PI"Qb«'.:lblllty gIves us the . 1 | Members Correct B A No class (YPred < 0)
likelihood of obtaining such a classification |55 7171.43% 5| 2 )
table by chance N 0] a0zl 278 0

4 | No class % 0 o Q 0

e p=0.0027 (statistically significant because 0|  Temal 17|76,47% 7110 ¢

<0 05) B | Fishers prob. 0,052
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Testing the success of classification

e Under predictions/Prediction list

L2 [ 3] 4 [ 5 [ 5

e WS=observations used in the work set L L R
e TS=Observations in the test set
e PModXPS is the probability that the
observation fits the model PP @ &
— Red is a warning that the observation do 3
not fit model - v e
e YpredPS are the predictions from the - . e
external test set 7 E 9 ) )
e YpredPSConfint are the confidence - glw”"’s""”'"“‘ﬂ" "“"“”"’“‘“”"“"“““"‘”’““‘“”"”"m““‘”
intervals from YpredPS : — ' '
e Ifno new data available leave out a
proportion of the dataset - -
e Count correctly classified
&3 UmeTRICS C —

More sophisticated classification statistics

e A simple approach is “% correctly classified”

e A more in depth method is to count True and False Positives and Negatives
and Calculate Sensitivity & Specificity

100*TP

Sensitivity = ———
(TP+ FN)

100*TN
(TN + FP)

Specificity =

@ UMETRICS e




Trouble shooting

Why don’t I get a significant OPLS model?

1. Unlucky selection of samples during cross-validation could complicate
modelling

« Change CV settings to be balanced between classes
* ‘Leave one out in turn’ When n < 10
* ‘Leave two out in turn” When n < 16
* Build model on 2/3 predict 1/3 when n=12, 15

2. Many variables + very few samples + a lot of orthogonal variation
* Learn from the orthogonal variation
* Try pre-processing the data
» Ifpossible reduce the amount of pure noise
* Ifpossible do more experiments

3. Worst case, no predictive variation exist
* Learn from previous results and try again

£ UmeTriCS C —

Summary

Always start the analysis by evaluating the raw data

— PCA of individual classes
— PCA of all classes
— look for trends and patterns

Outlier detection 1s very important
Validate models using

— Full cross validation
— Cross validated score plots

— Prediction list

Most importantly is external validation

— Repeat investigation from scratch

— Same biomarker?

— Same classification?

@ UMETRICS B




Summary

e Many different methods for classification

e The advantage with OPLS-DA is that the method is good both
for classification and interpretation of the data
— Biomarkers
— Diagnostics
— Predictions

e All classification methods must be tested
— DModX
— CV score-plot
— Misclassification table
— ROC curves

@ UMETRICS B

Multivariate workflows
for “omics” analysis

Concluding remarks
and some additional useful slides
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Remeber

e Always start to evaluate the data by PCA

e Continue with OPLS-DA and biomarker identification

e (orrelation#Causation

e Biomarkers selected by ANY type of statistical method will
ONLY be statistically significant, not necessarily biologically
significant

@ UMETRICS e

Types of classification methods

e OPLS-DA (Orthogonal PLS - Discriminant Analysis) Multivariate equivalent of PLS.
Works with many groups but the interpretation is difficult with more than 2 groups.
Interpretation is facilitated by OPLS-DA

e PLS-DA (PLS - Discriminant Analysis) Multivariate equivalent of LDA, works with
many X’s and less than 6 groups and ‘tight’ classes

e SIMCA (Soft Independent modelling by class analogy) Multivariate pattern recognition
method for many groups and asymmetric “one class” problems

e LDA (Linear Discriminant Analysis) works only for a few independent X’s and less
than 6 groups

e Other methods (not discussed here)
— PCA-LDA (Exactly equivalent to PLS-DA but takes 2 steps)
— KNN (Nearest Neighbours), SVM (Support vector machines)
— NN (Neural Networks), PDF (Probability density functions)
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Classification

e In SIMCA-P+ there are two recommended multivariate options:

e OPLS-DA
— Predictions works for many groups
— Interpretation is easy with 2 groups
— OPLS model built on class membership (0 or 1)
— Maximum separation projection
— Shows differences between groups as a whole

e SIMCA (Soft Independent Modelling by Class Analogy, not described in this
course)

— For many groups

— Local PCA model for each class

— Good for “fuzzy” groups with overlap
— Lacks information of why groups differ

@ UMETRICS e

For reference: Alternative Classification Measures

e Many alternative measures of classification used by
the “Machine Learning” community

e Kappa Statistic
— Compares classification vs chance

p(correcy— p(expected

Kappa=
—100% = perfect 0% = Chance _
— Quite a nice statistic 1 p(expected
e MCC MCC TPxTN—FPxFN

B J(TP+FN)x(TN+FP)x(TN+FN)

e F-measure
— It is a harmonic mean
— Recall = Sensitivity Fmeasure=2*

— Precision = Predictive power of positive test Precisiont+ Recall
(% Correct "in" class)

Precision< Recall
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For reference: Confusion Matrix

Predicted | Predicted | Row % Correct
Active | Inactive | Total
Active TP FN TP +FN 100*TP Sensitivity | aka. 'Recall’
(TP +FN)
Inactive FP TN FP+TN 100*TN Specificity
(TN+FP)
Column| TP+FP | FN+TN
total
% 100*TP | 100*TN 100*(TP+TN)
Correct | (TP+FP) | (FN+TN) (TP+TN+FP+FN)
Predictive | Predictive Total %
Power of | Power of predicted
positive negative correct
test test
aka. ‘Precision’
@ UMETRICS - T
ROC Curves

e Receiver Operating Characteristic
(ROC curve)

e QGraphical plot of the fraction of TP
(sensitivity) to fraction of FP (1-
specificity) for a binary classifier
system as its discrimination
threshold is varied

(1- specificity) P(TP

e For SIMCA an ROC curve may be
made by selecting different
probability cut-offs

e For OPLS-DA (see later) an ROC
curve may be made by moving the
discriminating threshold

@ UMETRICS
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Example of classification stats

e (lassification stats are easily encoded in Excel
e  Which measure you use determined by personal preference or community!

Measures of Classification Success for 1 Class
Spreadsheet by Mark Earll 07/07/2006
mark.earll@umetrics.co.uk Correctly predicted
Incorrectly predicted
Predicted inside class Predicted outside class

Actually Within class| 99 [ 1 | TP Fraction 0.99  FPFraction 0.02
Actually Out of class| 1 | 50 | FN Fraction  0.01 TN Fraction 0.98
Total 100 51 151
Expected by Chance 50 25
Improvement over chance 49 25
Total comectly predicted 149.00 out of 181 Observations
Kappa 97% 100% = perfect 0% = Chance

Kappa Statistic = (p(correct) - p{Expected by chance)) / (1 - p(Expected by chance))

True Positives 29
True Negatives 50
False Positives 1
False Negatives 1
Sensitivity (or Recall) 99.00
Specificity 98.04
% Correct "in" class (or Precision) 99.00 = Predictive power of positive test aka 'Positive Predictive Value'
% Correct "out” of class 98.04 = Predictive power of negative test
Total % predicted correct 98.68
MCce 097 MCC = (TP*TN - FPFNsqrii(TP + FN)*(TP + FPJ*(TN + FPY(TN + FN)]
F-measure 99.00 F-measure = 2 * (Precision * Recall)/(Precision +Recall) (a harmonic mean)
@ UMETRICS e

Probabilistic Quotient Normalisation

e Basis

— Assumes the intensity of a majority of signals ™~
is a function of dilution only
— Divide the spectrum by a reference, the most
1 L

probable quotient is used as a normalisation
factor

— i.e. the most common value

o002

e Procedure =
— Integral Normalisation

— Calculate Reference spectrum (mean or
median of controls)

— Divide spectrum by reference spectrum - ‘
— Calculate median quotient | ‘

— Divide all variables of spectrum by this

fent

Qu

“1000:

median value

~4000:

5000

Reference: Probablistic Quotient normalisation as a robust method to account for dilution of complex biological mixtures
Dieterle F, Ross A, Schlotterbeck,G, Senn H, Analytical Chemistry 2006 Jul 1;78(13):4281-90
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NMR pre-processing software

e Brucker Amix2
— Binning and Referencing
— Exports CSV

e ACD NMR SpecManager
— Standard binning
— Intelligent bucketing (recognises peaks) BUT need to do all test and training sets together!

e Chenomx Targeted Profiling
— Extensive NMR library of known metabolites
— Semi-automated synthesis of mixture spectrum from reference spectra
— Frequency flexibility for shifting peaks
—  Output is in the form of a peak table, akin to chromatography

e R algorithms
— Many open source routines becoming available

e A number of algorithms appearing for peak alignment

— Polynomial time warping
— Semi-parametric warping (Eilers 2007)

@ UMETRICS B

Alignment of LC-MS data

e Alignment by mass matching or time
windowing

e Several software packages available:

— Commercial:
* Marker-Lynx (Waters)
* Metalign (Plant Research International)
* ACD IntelliXtract
* ABI Metabonomics macro

ion Time Deviation vs. ion Time

— Open source:
» Java based “MZmine” (VTT, Finland)
* R-Based XCMS (Scripps)
» Sashimi project _
* Open MS (C++ proteomics MS)

Retention Time Deviation
0
L

&
A fu vy * -

T T T T
2500 3000 3500 4000 4500

Peak Densi

C.A. Smith, E.J. Want, G.C. Tong, A. Saghatelian, B.F. Cravatt, R. Abagyan, and G. Siuzdak.

Metlin XCMS: Global metabolite profiling incorporating LC/MS filtering, peak detection, and URL’s
novel non-linear retention time alignment with open-source software. http: / /mzmine.sourceforge.net/index.shtml
53rd ASMS Conference on Mass Spectrometry, June 2005, San Antonio Texas htts'ﬁsashimi sourceforgge net//software html

htt; '/metlin.scripps.edu/download/
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Waters Marker Lynx

e Add-in to Waters Mass Lynx
software

¢ Finds main peaks and aligns
based on m/z

e Thresholding function

¢ Includes basic PCA

e Has data export to SIMCA-P and

EZInfo for more detailed analysis

@ UMETRICS
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Balanced cross-validation in SIMCA-P+12 (advanced)

e Use unfitted data set

— Will not work for a model that is already fitted

o (o to work set/model options

Model Options

Model | Distance to Model || Coefficients | Residuals / R2 || Predictions | CV-Groups | Mare Options
MNumber of cross validation groups: CV Groups
A
‘What should the assignment of cross validation groups be based on? 1N° XIEFEED_.. SGroup =
() Assign every Nth observation to the same group (default) 2 *2150_. 1
3 ¥2151_.. &
() Assign oheervations based on the scores from model | M1 v | 4 *N51_. 2
5 ¥283_.. 7
() Assign observations based on variable |\u"ar 1 v | 6 ¥2153_.. 3 p
= 7 x2184_. 1
(¥} Assign observations based on obsenvation 1D | Reference v | 8 ®2154_ . 4
9 ¥2156_.. 5
How should observations be grouped using the selected data above? 15" g] 25— i
() Group similar chservations in the same group 12 X2 5?: 6
——— (+) Group dissimilar observations in the same group :Ili g:‘l gg: i
(O Group observations with the same value in the same group 15 ¥2159_.. 5
16 ¥2188_.. 1
17 ¥2160_.. 2 v
[ ok ][ concel ][ Heb
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MVDA-Exercise FOODS

The European food consumption pattern

Background

Data were collected to investigate the consumption pattern of a number of provisions in different
European countries. The purpose of the investigation was to examine similarities and differences
between the countries and the possible explanations.

Objective

You should learn how to initiate a new project in SIMCA, import data and make the first projections.
You should also be able to explain why there are groupings in the plots. Data characteristics that
differentiate Portugal and Spain from Sweden and Denmark should be discussed.

Data

The data set consists of 20 variables (the different foods) and 16 observations (the European
countries). The values are the percentages of households in each country where a particular product
was found. For the complete data table, see below. This table is a good example of how to organise

your data.
RE
15

1 | Primary ID Country
2 | Germany o0 45 88 19 57 51| 13 21| 27 21 81 75 44 71 2z 91 85 74 30 26
IERE Italy gz 10| &0 z| 55 41 3 2| 4 'z &7 71| 9 46 80 66 4 94 5| 18
E 3 85 4z | 83 4 78 53 11 23 11 5 87 ©4 40 45 §B 94 47 36 57 3

5 |4 Halland 96 62| 98 32z 6z 67 43 7 14| 14 83 89 61 81 15 31 97 13 53 15
B |5 Belgium 94 38| 48 11 74| 37 23 9 13| 12 76 76 42 57 2% 84 80 83 20 5
7 |5 Lugembourg 97 61 86 28 79 73 12 7| 26 23| B85 94 83 20 91 94 94 84 31 24
|5 |7 England 27 86| 9 2z 91| 55 76 17 20| 24 76 68 B9 91 11 95 94 57 11 28
IERE Portugal 72 26| 7 z| 22 34 1 5| =20 3 =2z 51| 8 16 89 &5 78 92 & 9
10 |9 Austria 55 31| 61 15 23 33 1 5 15| 11 49 42z 14 41 51 51 72 28 13 11
11 |10 Switzerland 73 72| 85 25| 31 63 10 17 19 15 73 70 48 61 64 82 48 &1 48 30
12 [ 11 Sweden 97 13| 93 31 43 43| 39 54 45 S6 78 53| 75 9 68| 3z 483 2 93
15 |12 Denmark 36 17| sz 35 66 32 17 11 51| 42 8L 72 50 84 11 92 91 30 11 34
12 (13 Marway 9z 17| 83 13 6z 51 4 17 30 15 61 72z 34 51 11 63 94 23 2 62
15 |14 Finland 95 1z ©4 0 64 ¥ 10 & 18 12 B0 57 Z2 37 15 =96 924 17 64
16 [15 Spain 70 40| 40 62 43 2 14 23 7| 53 77 30 38 86 44 51 91 16 13
E 16 Ireland 30 sz| s 11 &0 75 18 =2 5| 3 57 52 46 8% 5 97 25 31 3 9
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Tasks

Task 1

Create a new project in SIMCA by importing the data from FOODS.XLS (File/New). Make sure that
the entire data set has been imported: 16 observations and 20 variables. Are there any missing values
in the data set?

Task 2

Analyse the data table according to the following procedure: Run PCA on the data set with all
observations and variables included. Compute three principal components with Analysis|Autofit. Look
at the score plots found under Analysis|Scores|Scatter plot for t, vs. t; and t; vs. t;. Are there detectable
groupings? Change the plot mark to the observation name with the right mouse button using
Properties|Label Types|Use ldentifier. Produce the corresponding loading plots: p, vs. p; and p; vs. p1,
using Analysis|Loadings|Scatter plot. Which variables are responsible for the groupings?

Task 3

Projection models are robust. Make a new PC model (Workset|New as Model) and see what happens
with the model structure if you remove an influential observation like Sweden. Also remove an
influential variable, for example garlic. Compare the results with those from Task 2.
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Solutions to FOODS

Task 1
There were 3 missing values.
Task 2
A three component PC model was computed:
_ioix
Wwhorkset... | Options... | Title |Untit|eu:| |_|
Type: PCA Obzervations [M]=16, Yanables [K]=20 [<=20, v'=0]
Components:
A | R2<| RZ¥cum] Eigenv... | 22| Limit|  @2jcum]| Sigrificance | Iterationsz |
] Cent.
1 07 03y 507 0.07539 0107 0073 R2 25
2 013z 0.8 3.08 00576 0113 0123 Rz 36
3 n13e 0.648 2.4 -0.0725 01z 0.0e59 RZ 23

FOODS.M1 (PCA-X), PCA for overview
t[Comp. 1])/t[Comp. 2]

2]
o

F~—aGermany
L “¥Belgium
21 b AN land

M

7 6 5 -4 -3 -2-101 2 3 4 5 6 7

The two first components position the central
European countries in the lower central region of
the score plot. The southern Mediterranean
countries are found in the left-hand region and the
Scandinavian countries in the upper right-hand
portion of the score plot.

(PLEASE NOTE: The ellipses drawn around the
groups are for illustration and are not available
within SIMCA-P)
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pl2]

04071
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FOODS.M1 (PCA-X), PCA for overview
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The corresponding loading plot shows garlic and
olive oil in one discriminating group of variables.
These two provisions are often consumed in the
Mediterranean countries. Crisp bread and frozen
fish are eaten extensively in the Scandinavian
countries while the central European countries
drink instant coffee and eat powder soup
(Pa_soup).

The third component separates England and Ireland from the rest of Europe. We can see the presence
of the tea and jam habit, as well as the limited consumption of ground coffee, garlic, and olive oil on
these islands.

FOODS.M1 (PCA-X), PCA for overview

t[Comp. 1]/t[Comp. 3]

FOODS.M1 (PCA-X), PCA for oveniew
p[Comp. 1]/p[Comp. 3]

0.50T1
4t i = Gr_CoffeA Oranges
0407
sLuxembo 0307 ~Garlic sYoghurt I
27 i . . sApples
rance 0.20 I A0live_Oil ‘E'L"_Eia'h
& | AFro \
g ol = 0] sMargarine B‘S¥l_€
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g AF . sPa_Sdlipcuits
AAustria 010t ABulitet_Coffe
2T N
ATi_ S«
0201 sTea”
al -0.30T aJam
-0.20 -0.10 0.00 0.10 0.20 0.30
7 6 543210123 45 6 7 oIl
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Task 3

A new model was made with Sweden and Garlic excluded.

i

Wwiorkzet. .. | Options. . | Title |Sweu:|en and Garlic excluded D

Type: PCA Obzervations [M]=15, Variables [K]=19 [<=19, %¥'=0]

Components:
A R2¢|  RZ¢cum]| Eigerv.. | 02| Limit|  Q2[cum]| Sigrificance | Iterations |
] Cent.
1 0329 0.329 493 0117 0113 0117 A1 25
2 0.1 051 272 00892 012 00E45 R2 43
3 0138 0643 207 00169 0128 nos02 R2 23

We here show plots pertaining to the two first components.

FOODS.M2 (PCA-X), Sweden and Garlic excluded FOODS.M2 (PCA-X), Sweden and Garlic excluded
t[Comp. 1]/t[Comp. 2] p[Comp. 1]/p[Comp. 2]
040l én AFrBo_Fish
ot ALnSP_RPfRfgaripe
4T 030t 1+Gr_Coffe 9 A'pro_Veg
R “Finj 0201 sSweetne
= 0107
T o +Porizngatia +Ge[maghbou = 71 .riln_PofRa
) 1 0.00 '
— italy P2 9eRpfland f ‘°ra"?§§p.
21 sFrance AEngla d 010 : AOIive_OiI AYoghALﬁ'lSAQHI g;u y
-0.201 aJam ~
Alreland r
al -0.301 sPasBetiiCo
-0.10 0.00 0.10 0.20 0.30
7 6 5 4 -3 21012 3 45686 7 pl11

11

Despite removing what seemed to be a dominating observation and an influential variable, the pictures
obtained in Task 3 are very similar to those of Task 2. This is because the information removed
(Sweden & Garlic) was not unique. Similar information is expressed by many variables and many
observations because of the correlation pattern among them.

Conclusions

Groupings among the observations in a data set are often found in the first score plot. These groupings
can be explained by investigating the corresponding loading plot. The main differences between, on
one hand, Portugal and Spain, and, on the other, Sweden and Denmark, are high consumption of
frozen food and crisp bread in the Scandinavian countries, and high consumption of olive oil and
garlic in the Mediterranean countries.
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MVDA-Exercise METABONOMICS

A Metabonomic Investigation of Phospholipidosis

Background

Metabolites are the products and by-products of the many complex biosynthesis and catabolism
pathways that exist in humans and other living systems. Measurement of metabolites in human
biofluids has often been used for the diagnosis of a number of genetic conditions, diseases and for
assessing exposure to xenobiotics. Traditional analysis approaches have been limited in scope in that
emphasis was usually placed on one or a few metabolites. For example urinary creatinine and blood
urea nitrogen are commonly used in the diagnosis of renal disease.

Recent advances in (bio-)analytical separation and detection technologies, combined with the rapid
progress in chemometrics, have made it possible to measure much larger bodies of metabolite data [1].
One prime example is when using NMR in the monitoring of complex time-related metabolite profiles
that are present in biofluids, such as, urine, plasma, saliva, etc. This rapidly emerging field is known as
Metabonomics. In a general sense, metabonomics can be seen as the investigation of tissues and
biofluids for changes in metabolite levels that result from toxicant-induced exposure. The exercises
below describe multivariate analysis of such data, more precisely '"H-NMR urine spectra measured on
different strains of rat and following dosing of different toxins.

Objective

The example data set deals with male rats treated with the drugs chloroquine or amiodarone, both of

(1PNt

which are known to induce phospholipidosis, here coded as “c” or “a”. The drugs were administered to
two different strains of rat, i.e., Sprague-Dawley and Fischer, here coded as “s” or “f”. Sprague-
Dawley rats represent a standard laboratory animal model whereas Fishers rats are more susceptible to
certain types of drug exposure and hence it is easier to detect drug effects. The experimental objective
was to investigate whether '"H-NMR data measured on rat urine samples could be used to distinguish
control rats and animals subject to toxin exposure. The objective of this exercise is to shed some light
on how PCA may be used in state-of-the-art Metabonomics. This exercise will continue with OPLS-

DA for biomarker identification and with comparing of multiple treatments.

Data

In total, the data set contains N = 57 observations (rats) and K = 194 variables (‘"H-NMR chemical
shift region integrals). The observations (rats) are divided in six groups (“classes”):

. Control Sprague-Dawley (s), 10 rats, “g”
. Sprague-Dawley treated with amiodarone (sa), 8 rats “sa”
. Sprague-Dawley treated with chloroquine (sc), 10 rats “sc”
. Control Fisher (f), 10 rats “f”
. Fisher treated with amiodarone (fa), 10 rats “fa”
. Fisher treated with chloroquine (fc), 9 rats “fc”

The urine 'H NMR spectra were reduced by summation of all the data points over a 0.04 ppm region.
Data points between 4.5- 6.0 ppm, corresponding to water and urea resonances, were excluded,
leaving a total of 194 NMR spectral regions as variables for the multivariate modelling. A more
elaborate account of the experimental conditions are found in [2]. We are grateful to Elaine Holmes
and Henrik Antti of Imperial College, London, UK, for giving us access to this data set.

1) Nicholson, J K., Connelly, J., Lindon, J.C., and Holmes, E., Metabonomics: A Platform for Studying Drug Toxicity and Gene Function,
Nature Review, 2002; 1:153-161. 2) J.R. Espina, W.J. Herron, J.P. Shockcor, B.D. Car, N.R. Contel, P.J. Ciaccio, J.C. Lindon, E. Holmes

and J.K. Nicholson. Detection of in vivo Biomarkers of Phospholipidosis using NMR-based Metabonomic Approaches. Magn. Resonance in
Chemistry 295: 194-202 2001.
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Tasks

Task 1
Create a new project in SIMCA by importing the data from File/New and select
METABONOMICS coded.DIF. The second column in the data set is labelled ClassID. Assigns this

column to a Class ID and specify the length of the identification as 2. Accept the Primary Observation
ID.

To define a Primary Variable ID, select the first row then select Primary Variable ID. This first row is
equivalent to the chemical shift regions in the NMR-spectra. Column 3 to 8 are Y variables describing
the different classes. These Y variables will not be used in this exercise but in next exercise using
OPLS-DA for biomarker identification. These columns should be excluded in all tasks.

Import Data Wizard

The spreadsheet shows the color coded dataset. Use the amows on the spreadsheet buttons or the formatting buttons to format the spreadshest.

Mma it Primar ~ |BESBE 3 1~] 4 |~] 5 I1~] 6 I-] 7 1~] 8 I=] 9 [~] 10 |+] 1
; 1 |~ |Ne Primary Observation ID 5C f fa fc 9.98 9,94 9.9
2 |~|4 Secondary Observation ID 0 0 0 0 0,0430331 -0,371437 -0,1
_ 3 |- (@ 0 0 0 0 0,068333 -0,200767 -0.1
Observation |Ds .
s 1 -8 i 0 0 0 0 0,030066 -0,03603% -0.0
;”ma“' 5 |- | ¥ Variable 0 0 0 0 0,021333 -0,1882 | 0.0
[0 Secondary | 6 |~[B S 0 0 0 0 0,028133]-0,3974 |-0.2
2 7 I~ Qualitative ¥ Variable 0 0 0 0 0.113733 -0,34423% 0.1
= 8 7 e 0 0 0 0 0.052533. -0,2562 | -0.1
% Variabl = = ¥ Date/Time Variable : 4o i el
O xvarae [+ g -8 0 0 0 0 0,046233 -0.218967 -0.1
Other 10 |~ |9 Cuka ol 0 0 0 0 0,016866 -0 06246E 0.0
Search and Exclude... -
O Exclude | 11_~]10 0 0 0 0 0,012566 -0,417667 -0.2
T 12 |~ |11 Merge Column... 0 0 0 0 -0,03516€ -0, 695067 -0,3
B 13 |~ |42 |sa ‘u 1 0 0 0 0 -0.146367 -0,662067 -0.7
14 113 aa n i n n n n -N NRRA =N Anad+ -na2
Commands | |<

<Back || Mext>

Press Next, and verify the entire data set has been imported: 57 observations (rats) and 194 variables
(chemical shift region integrals). Are there any missing values in the data set? Press Finish. When
Class ID is defined, SIMCA will identify these different classes after import of data. SIMCA will
automatically generate separate work sets for each class. These work sets will be under model CM1.

Task 2

Generally, when working with spectral data it is recommended to work with non-scaled (‘Ctr’) data.
However a disadvantage of not scaling is that only those chemical shift regions with large variation in
signal amplitude will be seen. Pareto-scaling can be seen as a compromise between UV-scaling and no
scaling as it enhances the contribution from medium sized features without inflating the noise from
‘quiet’ areas of the spectrum. For NMR data Pareto-scaling and mean-centering are a good choice for
over viewing the information in the data set using PCA.

To Pareto-scale and mean-center the data, follow these steps: Work set/Edit, select CM1 the Scale tab,
and mark all the variables. Under Set Scaling select all variables and “Par”, press Set (By default
“Par” scaling automatically mean-centers the data). Press OK. Exclude all class variables i.e. column
3-8. Now the data is ready to fit the principal component model.

Compute an overview of each class in the data set. Are the groups homogenous, can you detect any
outliers?

Copyright Umetrics AB, 08-08-15 Page 2 (7)



@ UMETRICS

Task 3

Compute an overview PCA model on the entire data set. Create the necessary scores-, loadings, and
DModX-plots and interpret the model. What do you see? Are there any groupings consistent with
strain of rat? Toxin exposure? Are there any outliers?

Task 4

[P
S

It should be noted that other comparisons might be made rather than just with “sa”. Other ways of
focusing on drug effects are to compare “f” = “fa”, “f” = “fc”, and “s” = “sc”. However, there are
also other aspects of the data analysis, which may reveal interesting information. For example, a
comparison made between “f” = “s” would indicate rat differences and perhaps diet differences. And
looking at “fa” = “sa” and “fc” = “sc”” might suggest species dependent drug effects.

You may experiment with any of these combinations.

There is no solution provided to this task.
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Solutions to METABONOMICS

Task 1

There are no missing data.

Task 2
The SC class showed one potential outlier nr 27.

M2 (PCA-Class(sa))

M1 (PCA-Class(s))
t[Comp. 1]/t{Comp. 2] t[Comp. 1]/t{Comp. 2]

40 50
20 A10 A
v A7
0 N A19A14 A1G

5% s

| A
12 =
Ak
-40 \\ A15
.50

60 -40 -20 0O 20 40 60
-60 -40 -20 0 20 40 60

t[2]

t[1]
1 - 0,460 ( 0541 t[1]
M3 (PCA-Class(sc)) M4 (PCA-Class(f))
t[Comp. 1]/t{Comp. 2] t[Comp. 1]/t[Comp. 2]
50
50
§2 A3
~N A36
oo 8 8 o I A37
A7 = y4
3 A20A34 | A3KY0 5
-50
-50
-100 -50 0 50 100
1] -60 40 -20 0 20 40 60
t[1]

R2X[2] = 0,246735
SIMCA-P+ 12 - 2008-05-21 15:15:13 (UTC+1)

Ellipse: Hotelling T2 (0,95) SIMCA-P+ 12 - 2008-05-21 15:05:43 (UTC+1)

M6 (PCA-Class(fc))

M5 (PCA-Class(fa))
t[Comp. 1]/tfComp. 2]

t[Comp. 1]/t{Comp. 2]

50 50 N
M1
a2 T M8

2

&
= 0 6 w7 8 o
= 53
M3
50 50
50 0 50 |
50 0 50
t1]
t[1]
R2X[1] = 0,43103 R2X[2] = 0,169166 Ellipse: Hotelling T2 (0,95) R2X[1] = 0,289413 R2X[2] 0,23253 Ellipse: Hotelling T2 (0,95)
SIMCA-P+ 12 - 2008-05-21 15:21:42 (UTC+1)

SIMCA-P+ 12 - 2008-05-21 15:17:11 (UTC+1)

Task 3

For an overview model, usually only the two first components are extracted. In this case, these showed
the performance statistics R*X = 0.48 and Q*X = 0.38.

Copyright Umetrics AB, 08-08-15 Page 4 (7)



@ UMETRICS

P Metabonomics - M1 E'@'E'

Wwiorkzet... ] [ Options... I Title PCA for overview PAR Q
Type: PCA=Y Observations [M]=57, Vanables [K]=194 [x=134, v'=0]

Components:
A Fr A&4{[cum] Eigen... L2 Lirnit [2[cum] | Significa... Iterations

0 Cent.
1 025 0.z5 14.2 0177 00226 0177 Rl a3
2 0.227 0477 1239 0242 nozz9 0376 Rl 13

The plot below shows the scores of these two components.

Metabonomics_coded. PCA for overview, par scaling : o
t[Comp. 1]/t[Comp. 2] ] ;a
Colored according to classes in M16 ®
* s
60
40
20
SN
-20
-40
-60
-60 -50 -40 -30 -20 -10 0 10 20 30 40 50 60
t[1]
R2X[1] = 0,249915 R2X[2] = 0,226868
Ellipse: Hotelling T2 (0,95) SIMCA-P+ 12 - 2008-08-12 16:05:29 (UTC+1)

We can see that all the chloroquine-treated animals are positioned in the top part of the plot, whereas
the majority of the amiodarone-treated rats are found in the bottom part. All controls are located in the
central, predominantly right-hand, part of the plot. Hence, the second principal component reflects
differences in the effect of the two drugs.

As seen, this score plot is not identical to the original one. We may take advantage of the ClassID to
modify this plot regarding color, markers, etc. To accomplish this, right-click in the plot and choose
properties/Label Types tab, Use Identifier/obsID(3ClassID), and press Apply. Next you select the
Color tab/Coloring type/ By Identifier/color by ClassID. Then you can assign any colour to the classes.
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Going back to the interpretation of the score plot, an interesting discovery is that the “f’-groups tend
to be “right-shifted” along the first principal component in comparison with the corresponding “s”-
groups. This makes us interpret the first PC as a “difference-between-type-of-rat”-scale.

In order to interpret the scores we use the loadings. The next figure displays a line plot of the first
loading spectrum. This spectrum highlights the various chemical shift regions contributing to the
formation of the first score vector. For instance, the Fischer rats generally tend to have higher peaks at
chemical shifts 2.46, 2.54, 2.58, 2.70 etc., and lower peaks at shifts 2.30, 3.66, 3.74, and 7.34., etc.,
regardless of chemical treatment. If a similar loading spectrum is plotted for the second loading vector,
it is possible to identify which spectral variables reflect the major differences in NMR data following
exposure to either amiodarone or chloroquine.

B3 Loading Line Plot [M1]

Metabonomics.M1 (PCA-X), PCA for overview PAR
p[Comp. 1]

03

02

0.1

pl1]

0.0

0.1

02

Var ID (Primary)

R2X[1] = 0.249915
SIMCAPa 11 - F006-09:13 143620

Moreover, it is interesting to examine the model residuals (see DModX plot below). The DModX plot
reveals one very different “sc”-rat with a DModX-value exceeding the critical distance by a factor of
2. When tracing this information back to the previous score plot, we realize that this animal is the
remotely positioned sc-rat (marked with the open frame). This is an observation with unique NMR-
data and its spectrum should be more carefully inspected to understand where the differences arise.
These differences could be due to some very interesting change in metabolic pattern, or be due to
experimental variation in the handling of the rats, or perhaps a data transfer error. One way to pinpoint
the likely cause for this discrepancy in DModX is through the loading plot or a contribution plot, but
that option is not further exploited here.

Metabonomics.M1 (PCA-X), PCA for overview PAR
DModX[Last comp.]J(Normalized)

27

25

20
53 55

I LA

9
~20 »29 42 A7
o5 S AT
¢ X ! 426 1 92¥54
25 ang9 28%30\4, 55\, 4aVa \jg 57

i} 10 20 30 40 50
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DModX[2](Norm)

-

o
o
&

08

0.0

M1-D-Crit[2] = 1.211 1 - R2X{cum)[2] = 0.5232

SIMCA P 11 - 2006-00-13 14:38:15

It is obvious from the above PCA model that the observations (rats) are grouped according to
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treatment in the score plot. However, knowledge related to class membership is not used to find the
location of the principal components. The PC-model is calculated to approximate the observations as
well as possible. It must be realized that PCA finds the directions in multivariate space that represent
the largest sources of variation, the so-called principal components. However, it is not necessarily the
case that these maximum variation directions coincide with the maximum separation directions among
the classes. Rather, it may be that other directions are more pertinent for discriminating among classes
of observations (here: NMR spectra or rats).

It is in this perspective that a PLS or OPLS/O2PLS based technique, called PLS discriminant analysis
(PLS-DA) or orthogonal-PLS-DA (OPLS/O2PLS-DA), becomes interesting. These methods are
described in the next exercise. These methods make it possible to accomplish a rotation of the
projection to give latent variables that focus on class separation (“discrimination”). The method offers
a convenient way of explicitly taking into account the class membership of observations even at the
problem formulation stage. Thus, the objective of PLS-DA and OPLS/O2PLS-DA is to find a model
that separates classes of observations on the basis of their X-variables. This model is developed from a
training set of observations of known class membership.

Conclusions

This example shows the power NMR data in combination with multivariate statistics to capture
differences between groups of rats. As a rule, it is always a good idea to commence any data analysis
with an initial overview PCA of the entire data set. This will indicate groups, time trends and outliers.
Outliers are observations that do not conform to the general correlation structure. One clear outlier was
identified among the “sc”-rats.

By way of example we have also shown how groupings spotted by an initial PCA, may be studied
further on a more detailed basis. Then techniques like OPLS/O2PLS-DA and SIMCA are very useful.
OPLS/O2PLS-DA will be described in another exercise.

In this exercise, we have focused on the differences between two classes, i.e. the “s” and “sc”-rats.
This is an analysis that wills pick-up the drug-related effects of the chloroquine treatment. In order to
find out exactly which variables (i.e., chemical shift regions) carry the class discriminatory power one
may consult plots of PCA, PLS-loadings, OPLS/O2PLS-loadings or contribution plots. A few of these
possibilities were hinted at throughout the exercise.
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MVDA-Exercise HEALTH
Analysis of Data from a HealthCare Centre

Background

A number of patients at a healthcare centre volunteered as part of an investigation into the efficacy of
a certain treatment programme. Various parameters were measured on each patient both before and
after receiving the treatment.

Objective

The objective of the study was to investigate whether the treatment was effective or not. The objective
of the SIMCA-P investigation is:

(1) to learn how to handle paired comparison data,

(i1) to highlight some different scalings that may be appropriate in this context.

Data

57 patients were included in the survey. Measurements were taken before and after their stay at the
centre.

Secondary observation ID’s

Before=B, After=A visit to hospital

Sex: Male=M, Female=F

Age category: Young/Middle/Old Y=<25, M=26-46, 0=>47

Education: F =Elementary School G =Upper Secondary School V=Nursing School H =University
Type of ailment: W=Weakness group, T=Tightness group, Unselected = -

Variable Definitions

Variable 1

1 Y describing before=0 and after treatment=1
Variables 2—10 (General background data)
2 AG Age

3 SX Sex, Male=2, Female=1

4 BS Systolic bp

5 BD Diastolic bp

6 HD  High density lipoproteins
7 TR Triglycerides

8 CO Cholesterol

9 BM BMI

10 vV Test Value

Variables 1043 are physiotherapy test values, relating to physical strength, balance, walking ability,
breathing, etc.
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Tasks

Task 1

Import the data file HEALTH.XLS. Select ONAM, SEX, AGE CAT, EDUCATION and TYPE as
secondary ID’s. Overview the data using PCA. Exclude the first variable column i.e. Y. How do the
patients react to the treatment? How are the variables grouped? What patterns does the PCA model
describe? (Hint: use the secondary ID’s and colour by identifiers)

Task 2

In order to see if the treatment had any effect, we will analyse the data using OPLS/O2PLS. For
simplicity, omit the background variables age (AG) sex (SX) and education (ED) from the X-block.
Include the Y variable. Analyse the data using OPLS/O2PLS. Investigate scores, loadings and
residuals and try to explain what differentiates the “Before” and “After” classes.

Task 3

Given that the observations are paired, an alternative way of analysing the data would be to form a
difference table summarising the changes in the patients after treatment. Analysing the data in this way
tends to focus on treatment effects rather than variation in the absolute values of the variables.

Import HEALTHDIF.XLS. Again, omit the background variables age (AG) sex (SX) and education
(ED) from the X-block.

Calculate a PCA model to overview the difference data using Two First Components. (NB: Autofit
finds no significant components so the model needs to be forced to fit) Review the fit and interpret the
model.

Task 4

Refit the model from Task 3 after changing the scaling to UVN. Review the fit and interpret the
model. Explain why the results differ from the previous model?
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Solutions

Task 1

A two component model was obtained.

_lojx

Workzet. . | Optionz... | Title |Dverview entire data et |_|
Tupe: PCA Obzervations [M1=114, Yaniables [K]=44 [<=44, v'=0]

Components:
B 2| RZcum]| Eiger . | 22| Liit|  02[cum]| Sigrificance | Iterations |
0 Cent.
1 0162 0162 715 00933 0.0308 00998 R1 18
2 0.0852 0.248 375 000108 0.0314 009ss R2 aa

We can see from the score plot that the patients tend to move to the left along the first principal
component after receiving the treatment. This has been highlighted in the plot by drawing arrows
connecting the Before and After points for some patients. The length of each arrow indicates the
impact of the treatment for that patient. The patients are also separated along the second component.
One group of patients tends to move from the top right-hand corner towards the centre and the other
group from the bottom right-hand corner towards the centre.

PCA Health t1 vs t2

2]

1]

RZX[1] = 0.166075 REZX[Z] = 0.085107Z

Ellipse: Hotelling T2 (D.35) SIMCAP+ 11 - 150542005 16:35:00
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The loading plot shows that the movement from right to left reflects a return to health in that patients
(e.g. 21) appear to benefit from the treatment. We can also see that level of education (ED) appears to
correlate with this propensity to recover. Patients having the worst test values are generally those with
the lowest education level. (This trend may also be seen in the scores plot by Colouring by Identifiers
ObsID (EDUCATION))

Further, in the top right-hand quadrant we find variables related to body weakness (SQ, SV, SA) and
so we can assume that patient 21, for example, scores badly on these assessments. In the bottom right-
hand quadrant, we find variables related to muscle tightness (SH, IS, RS, and AS). These groupings,
together with the score plot above, suggest that there are two types of patients:

(1) those that migrate from the top right towards the centre (“weakness group”) and
(ii) those that migrate from the bottom right towards the centre (“tightness group”).

This may be seen more clearly by colouring and naming the observations in the scores plot by the
‘Type’ secondary ID.

HEALTH.M1 (PCA-X), Overview entire data set
p[Comp. 1])/p[Comp. 2]
APV +BM
02t A|'|‘°‘A\fTR 159
AAC
ARB
ACOAEB
AHT | AST
- AED HY AAF 43A
= 00 kH%lL—A‘khFFASE—
ASX AGPALE
A
ass RV A3RH
ATSGA aRS
ATY AHF AKABG AlS
0.2t ATV A/SSA
B s
AHD
-0.4 | 02 | 0.0 | 0.2 | 0.4
p[1]
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HEALTH PCA,
Colored according ta Obs (D (Type)
T f
E..
5
ol
21
51
g 1
D..
L
Ll
Sl
ol
=4 1
-5 6 5 4 3 2 A 0 1 2 3 4 5
t[1]
BFX[1] = 0.166075 BEX[Z] = 0.08E1072
Ellipse: Hotelling TZ (0.235)

SIMCAP+ 11 - 150852005 16:43.07

Task 2

A 1+2 component OPLS model was obtained. Only 5,9% of the variation in the data is due to the

treatment. The uncorrelated information is 20% of the variation in the data.

P HEALTH - M3
| workset . | | Options.. | Title Health DPLS L)
Type: OPLS/02PLS  Dbservahions (M]=114, Variables [K]=44 (=43, %'=1]
Companents:
& R&= | RZ=lcum) Eigervalue Ry | B2v[cum) 0z
% Model 0,258 0,661
1] Cent. Cent.
P 1 0,0587 0,258 2,53 0,661 0,661 0,382
=% Orthogonal 0,199 0
01 0,138 0,138 5,95 u] 0
0 2 0,0608 0,199 2,61 0] 0

[2[cum)
0,382

Significance

0,382 R1

R1
R1
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In the ty/t,; score plot (below) there is separation between the Before (dots) and After (triangles)
treatment classes. Some overlap is also seen.

HEALTH. (OPLS/O2PLS) : Q
t[Comp. 1]/to[XSide Comp. 1]
Colored according to Obs ID (ONAM)
% 2 ‘Qﬁ‘ ‘09‘2%5 A50u41,47
4
a2 AQ1
57 s A1 Q06 Mjé %3153 a35
4001 456
436 w23
A52 a15
-6
21
-4 -3 -2 -1 0 1 2 3 4

t1]

(1] = 0,0761955 0,142998

Ellipse: Hotelling T2 (0,95)

R2X[XSide Comp. 1] =
SIMCA-P+ 12 - 2008-08-13 11:51:14 (UTC+1)

The loading plot (below) reveals how the various tests contribute to the separation of the classes. For
example, the cholesterol level (CO) has clearly decreased and the physical test value (TV) has clearly
increased as a result of staying at the care centre.

HEALTH.M3 (OPLS/O2PLS)

p[Comp. 1]
roy
FOoLpL>S<cImnmo>J1m> I.IJ(I)IU) n>> w >
NuULNnOEXrEO—Xoo-~unon UO) nNHE®»— —'l—g <<

Var ID (Primary)

R2X([1] = 0,0594448 SIMCA-P+ 12 - 2008-08-13 11:00:27 (UTC+1)
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Task 3

A two-component PCA model was obtained for the table of differences. Notice the very low Q2, in
this case we will accept this tentative model in order to get an overview of the data.

_Iojx

Wwiorkset. . | Options... | Title |F'E.-'3-. (LN D
Type: PC& Obszervations [M]=57. Varniables [K]=40 [<=40, ¥'=0]

Components:
Al R2<|  RZ¥[cum] Eigenv.. | 2| Limit|  G2[cum]| Significance | Iterations |
1l Cent.
1 0117 017 4 E6 -0.0523 0.0415 00523 NS5 35
2 0013 n.1ag 325 0.07F7F 0.0424 0134 NS 4
The t,/t, score plot (below) confirms that patient 21 has undergone the largest change.
HEALTHDIF.M1 (PCA-X), PCA UV
t{Comp. 1]/t{Comp. 2]
)
A21

This model reflects the variation in the effect of the treatment on the patients. If all patients had
experienced the same changes in health they would all be located near the centre of the score plot.

Note that because UV scaling has been used to pre-process the data for this model, the treatment
effects have been eliminated due to mean-centring. This is also reflected in the low Q2 obtained. It

might be more instructive, therefore, to repeat the analysis without mean-centring.
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Task 4

After changing to UVN scaling, a two-component model was again obtained. However, only the forst
component is significant. The second component was added for visualisation purposes and should not
be over interpreted.

Pi HEALTHDIF - M3

| wokset. || Options.. | Tile PC&LUWN [
Tupe: PCA Observations [N]=57, Yariables [K)=40 =40, v¥=0)

Components:
B R R2=[cum] | Eigenvalue G2 Lirnit (Q2[cumn) | Significance | [terati...
1] Mon-Cent.
1 0,222 0,222 2,11 0,122 0,0244 0,122 R1 14
2 0,087 0,309 3,98 -0,059 0,025 0,0895 U 50

The t,/t, score plot is shown below. If there were no treatment effects, all the patients would cluster
around the centre of the score plot. Here, however, we find that every single patient has shifted to the
left along the t;-axis with patient 21 clearly being the most susceptible to the treatment.

HEALTHDIF.M3 (PCA-X)
t[Comp. 1]/t[Comp. 2]
10 «21
8
6
4
)
2 5 292 @ .24
.23 1 as
0 =32
45 2998y AT o150
2 6@143‘1 A. :51
+54
-4
-9 -8 -7 -6 -5 -4 -3 -2 -1 0 1
t[1]

Contribution plots can be constructed to interpret which variables make observation 21 extreme in the
ti/t, plane. The contribution plot (below left) contrasts patient 21 (extreme change) with patient 32
(minimal change). The largest shift is in variable TY, which reflects difficulty in breathing. We
conclude that the main reason for patient 21°s change in health is due to a significant improvement in
his/her breathing ability.
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HEALTHDIF M3 (PCA-X)
Score Contrib(Obs 21 - Average), Weight=p[1]p[2]

=) 3] =) 3

&

Score Contrib(Obs 21 - Average), Weight=p1p2

A more general interpretation is provided by the loading plot (below), bearing in mind that all the
patients, with the exception of 21, shift along the first component only. Also note that the observations
are located at the negative side of the score plot. This means that all positive pl loadings have
decreased after treatment and all negative pl have increased after treatment. The plot suggests that e.g.
cholesterol level (CO) and body-mass index (BM) have decreased as a result of the stay at the care
centre whilst physical fitness (TV) and high-density lipoproteins (HD) have simultaneously increased.

HEALTHDIF.M4 (PCA-X)
p[Comp. 1]

0,40
0,30
0,20

0,10

p[1]

-0,00
-0,10
-0,20

-0,30

-0,40

<t T
5=
Var ID (Primary)

R2X[1] = 0,222433 SIMCA-P+ 12 - 2008-08-13 13:10:42 (UTC+1)

Note: The direction of a PCA can not be determined. However, to simplify the interpretation it is
sometimes convenient to flip the axes in the scores and loadings. If the x-axis in the score plot and
loading plot is inverted in this example the interpretation would be: all samples have shifted to the
right side of the score plot, all positive pl loadings have increased after treatment and all negative p1
have decreased after treatment. This does not change the result, only simplify the interpretation. To do
this: right click on the plot; choose plot settings/axis/General/values in reverse order.

Conclusions

When analysing paired data of the type “before-and-after-treatment”, it is recommended that you look
at tables of differences. The analysis of differences highlights the relative change in the numerical
values of the variables, rather than on changes in their absolute values. Moreover, by avoiding
centring the data and only scaling them, it is possible to focus the analysis towards the effect of the
treatment, as seen in the final task.
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MVDA-Exercise MS Metabonomics

Using Mass Spectroscopic Metabonomics Data

Background

The data come from a study of genetic variation in Mice. Three genetically distinct strains of mice
Black, White and Nude were studied by obtaining Liquid Chromatography - Mass Spectroscopy (LC-
MS) data on mouse urine samples.

Objective

The objective of this exercise is to find potential biomarkers, which result from genetic differences in
mice. To do this the data must be examined to see if the_animalsy may be separated into clusters. If
groupings or clusters are identified then discriminant analysis can be used to determine which
variables lead to the separation (and hence which are potential biomarkers). It is important in any data
analysis to firstly get an overview of the data, especially in classification procedures to ensure classes
are tight and do not contain outliers. Finally the models must be validated to ensure predictive ability.

Data

LC-MS data areis three-way-dimensional in nature with Time, Absorbance and Mass dimensions. In
this case the data have been unfolded in a time-wise way. Every time a chromatographic peak is
detected a set of masses is produced so that each variable is a time followed by a mass i.e. 3.2 245.67
(Time Mass).

The data were produced by a Waters Mass-Lynx system where the export of data is done according to
tunable parameters for peak selection. By default the data are sorted into mass order, which jumbles up
the time information. In this case we found it clearer to sort the data in Excel so that each time-
window (peak) is together in the table.

The data consist of 29 observations and 4145 x-variables and one Y variable including class
information Nude mice=0, white and black=1. -se+

Acknowledgement

We are grateful to Dr. [an Wilson of AstraZeneca, Dr.Rob Plumb, Dr Chris Stumpf and Dr Jennifer
Granger of Waters Micromass for the use of data generated by the Waters Marker-Lynx Mass
Spectroscopy system.
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Tasks

Task 1

| Create a new project in SIMCA-P by selecting File/ New and clicking on MSMouseT.txt. Set columns
1 and 2 to Primary and Secondary Observation ID respectively. Set row 2 to be the Primary variable

‘ ID and row 1 to be the Secondary variable ID. Click Next—-Nextuntil-the-dataset-is-tmported and
finish the import procedure. Open the data set and right click on the table go to
properties/observations and define the three classes; this will be useful for OPLS/O2PLS-DA and
misclassification table.

Select Workset New, click on the scale tab, select all variables and set the scaling to Par. Make sure
you click the Sef button. Under the observations tab right click the column heading to change the
observation label to the secondary ID and turn off the primary ID. Using the find function use
wildcards to set White (W*) as Class 1, Black (B*) as Class 2 and, Nude (N*) as Class 3.

Click OK. (Due to the size of the dataset you may experience a delay). Answer OK to the message
about variance.

We will now perform a PCA on the whole dataset to get an overview. Change the Model Type to PCA
on X-Block (SIMCA-P defaults to class models when classes have been defined). Click on Autofit.
How many components does SIMCA-P find? How many of these are sensible? Reduce the number of
components to this number by using the Remove Component function.

| Important: For metabonomics_applications where there are so many variables, you should set the Plot
labels limit to about 500 under View / General Options / More Options to prevent long delays while
waiting for the plots to draw.

Examine the scores and loadings plots. Are the classes of mice separable? Are there any outliers? Are
there any trends in the data? Classes should also be scrutinized for outliers by separate PCA models
(results not shown).

Task 2

We will now try a classification using the SIMCA method. Select Workset / New As Model 1. Click
OK and OK again to the dialog box. SIMCA-P will now have defaulted to PCA-Class(1). Go to
Analysis/Autofit Class Models but specify 2 components in each case. A local 2 component PCA
model will be built for each class. Name each model White, Black, Nude.

Examine the Scores and Loadings plots for each class. Comment upon the R2 Q2 values obtained.

Use the Coomans Plot and the Classification list under the Predictions Menu. What is the advantage
| and disadvantage of using a Coomans plot over the Classification list:? Comment on the classification
obtained.

Task 3

| OPLS Discriminant Aanalysis will now be carried out to search for potential biomarkers. For this
exercise we will focus only on the difference between the Nude and the Black strains of mice. For this

| we will need to exclude the white mice. Select Workset / New. gGoto the Observations tab and exclude
all white mices, go to the scale tab and set scaling to par, remember select all variables and press set,
choose the last column to Y. Select mode! type OPLS/O2PLS

Autofit a model, a two component model will be obtained.

Interpret the model by looking at the model diagnostics and score plot. Extract potential biomarkers by
using the S-plot and the p loading plot (use column), which change the most?. Interpret the orthogonal
component by using the S-plot from the orthogonal components.

(TIP: use the right click function to sort the loadings (Sort Ascending) and use the zoom tool to inspect
them in more detail.)

Copyright Umetrics AB, 08-08-15 Page 2 (14)



@ UMETRICS

If time allows: compare the nude mice with the white ice and compare the results with nude vs. black
mice. Use the SUS-plot to compare models.

Task 4

To be able to trust the model it must be first tested to check its predictivity. Ideally this should be in
the form of newly collected data but if this is not available the only option is to leave some data out of
the model and make predictions as to group membership and check that the same coefficients are
produced minus some of the data.

The problem with most metabonomics data is that there tend to be low numbers of observations
(mainly for ethical reasons). When the dataset is below 10 observations per class “a leave one out in
turn” validation should be carried out. Above 15 samples it is possible to build the model on 10
observations and predict 5. Above 20 observations the data may be split in half.

In this case (9 observations_in smallest group), although a ”leave one out in turn” validation would be
most appropriate, we will attempt to split the dataset in half, for speed reasons. Leaving out halfis a
very severe test. (These instructions will also apply to a ’leave one out in turn” validation, just the
number of exclusions and the number of times to repeat the analysis will change.)

Select Workset / New. Ggo to the Observations tab and exclude all white mice and alternate
observations leaving 5 observations in each of the two classes (nude and black class). Scale the data
using par. Define the response variable Y and re-run the OPLS/O2PLS model. Compare this model to
the model when all of the data wereas used.

Produce an S-plot plot and compare the list of variables with that for the full dataset model in Task 3.
Does this model reach the same conclusions? Can you suggest some Potential Biomarkers for further
study?

To make the misclassification table the OPLS/O2PLS-DA function must be used. Make a new model
work set/new exclude the white mice and the response Y, use same scaling as in previous model.
Select model type/OPLS/O2PLS-DA. Fit a 1+1 component model. Go to the Predictions Menu /
Specify Prediction Set / Specify Select only the Nude and Black mice that were excluded. Click OK.
Make a misclassification table and a prediction list. Does the model correctly predict the type of
Mouse?

Task 5 (Advanced Further Study)

Pareto scaling has been found to give the best results with MS data as it down-weights the largest and
up-weights the medium peaks without inflating baseline noise. Discuss the disadvantages of either UV
scaling or no scaling (Ctr).

Consider and discuss whether there is a role for Hierarchical modeling with LC-MS and GC-MS data
using time windows.

(NB: There is no solution given for this task)
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Solutions

Solution Task 1

After 3 components R2=0.48 Q2=0.28. These figures are typical of PCA for “biological” type data.

The scores plot (t1/t2) clearly shows separation between the mouse types. The black mice are the most
consistent whereas the white and nude mice appear to show a slight trend. Trends in PCA plots are
always interesting to investigate. If a trend is seen there is often a reason behind it and if it can be
identified and fixed it leads to better procedures in future experimentation. “Biological Variation”

when detected should be random.

The loadings plot shows the variables responsible for the differences in the mice groupings. As we
have set the label limit under general options no labels are shown. To turn on the labels for the
relevant variables highlight them with the selection tool and use the drop down box on the menu bar.

The DMmodX plot after 3 components shows W03 and NO6 slightly outside Dcrit, but since they do
not appear as outliers in the scores plot they are left in the model.

MSMouseT M1 (PCA-X), Untitled = B
f{Comp. 11/{Comp. 2]
Colored according to Obs ID (T_MS)

12]
=

-140 4120 <100 -0 -G0 -40 -20 O 20 40 B0 30 100 120 140

Eilipsa: Hoeelling T2 {0.95) SIMCA P 10.5 - 0940972004 12:32:07

pl2)

MSMouseT.M1 (PCA-X), Untitled
p[Comp. 1]/p[Comp. 2]

SINC AP+ 10,5 - D9/09/2004 12:33:03

MSMouseT.M1 (PCA-X), Untitled
DModX[Comp. 3]

AWOS

D-Crit(D.05)

NO6

DModX[3)(Narm)

HL-p-Critlal = 1.z38 SIMCA P 10.5 - 0B/I9/2004 12:44:42

pl2]

MSMouseT.M1 (PCA-X), Untitled
p[Comp. 1)/p[Comp. 2]

43_185.043

A3E_419.214
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ry
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SIMC AP+ 10.5 - 09/09/2004 12:42°55
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The Scores plot for components t1/t3 show mainly a within class trend. Plotting the loadings shows
the variables in the top and bottom of the plots are responsible. In situations like this the chemical
identity of these points could be found and viewed in the light of the animal handling records to see if

the trend is related.

t{Comp. 1J{{Comp. 3]

MSMouseT.M1 (PCA-X), Untitled - B

Colored according to Obs ID (T_MS)

LE]

-140 120 100 -B0 6O -40 20 O 20
1l

Ellipse: Hotelling TZ (0.3E5)

40 B0 &0 100 120 140

SIMCA P+ 105 - 09/00/2004 12:48:27

Pl3]

MSMouseT M1 (PCA-X), Untitled
p[Comp. 1)/p[Comp. 3]

44.3_2E2064

w3006 O o7s

A52_278.06 418 [30

#3.4_169.055

Qﬁii’:uée 802
k3

433304145

ry
*
&l 091
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Solution Task 2

The following models should be obtained:
Observations (N) =29, Variables (K) = 4145
No. Model Type A R2X R2Y

2 M2  PCA-Class(1) 2 0.464
3 M3  PCA-Class(2) 2 0.415
4 M4  PCA-Class(3) 2 0.49

Q2(cum)

Title
White
Black
Nude

In each case very poor models result. The reason for this is that each class is very uniform so that PCA
struggles to find a trend within each class. This is the ideal situation for classification where “tight”
classes are required for good results. The model for the Nude mice shows observation NO6 slightly

| away from the rest of the group but it lies within Hotelling's T2 and DMmod X so it is kept within the

model.

MSMouseT.M3 (PCA-Class(1)), White
t{Comp. 1JA{{[Comp. 2]
Colored according to classes in M3

t2]
i
E—\
=%

50 uN03

Ellipse: Hotelling TZ (0.35)

SIMCA P4 10.5 - DIDIZ004 13:26:31

2]

-100

MSMouseT.M4 (PCA-Class(2)), Black
t{Comp. 1]A[Comp. 2]
Colored according to classes in M4
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*B0 0540044
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MSMouseT .M5 (PCA-Class(3)), Nude
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Colored according to classes in M5
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Ellipse: Hotelling TZ (0.35)

SIMCA P 1006 - DOAD0/2004 13:37:30
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MSMouseT.M5 (PCA-Class(3)), Nude
DModX[Comp. 2]
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| There are three possible combinations of Coomans' Plots using three models; White vs. Black; White
vs. Nude and Black vs Nude. In each case classification works perfectly, however this is using the data

used to train the model.

NB: For a rigorous test, one of the mice of each group should be left out and a new model built.
The mice left out should then be predicted. This is then repeated 10 times so that each mouse is left
out once and the process repeated. Tabulating the results will then show the true Predictivity of the

model.
White vs Black MSMouseT - 0
M3.DModXPS+[Comp. 2/M4.DModXPS+Comp. 2] 5 1,
Black 10 100% correct Colored according to Obs 1D (T_MS)
White 9 100% correct W03
7
Other 10 100% correct
5 +NO!
Both 0
g NO5
2 +
g .uw?’??s +NO1
%4 +NO2
3] W
: NOG
ik
2 —
=
1 D—cmm.uel § -mﬁﬁ?gos
1 2 3 4 B B 7
3 Diloc KPS+ 2] Morm)
HM4-D-Cric([Z] = l.34 M3-D-Cric([Z] = 1.357 SIMCA Pe 10.5 - 00/0/2004 133746
. M3.DModXPS+Comp. 2)/M5. DModXPS+Comp. 2] ¢ &,
White 9 100% correct Colored according to Obs ID (T_MS)
Nude 10 100% correct “Wo
5
Other 10 100% correct .
4
Both 0 . .B08
ESwess
T oWi3
T T
g2 2
|poron .W'NOTNO?NM N
s
, g +N06
1 2 3 4 5 6 7
13 Do PS+[2](Norm)
ME-D-Crit[Z] = 1.34 M3-D-Crit[Z] = 1.387 SIMCA P+ 105 - 09/00/2004 13:39-18
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Black
Nude
Other
Both

Black vs Nude

100% correct

100% correct

100% correct

MSMouseT N
M4 DModXPS+Comp. 2J/M5.DModXPS+[Comp. 2] .,
Colored according to Obs ID (T_MS)

“Wo

-B0g
W aHRE1 5
W13

w

=B

M

MS DModkPS+2]Morm)

J|Dcrnos) .Mm_ NOZ o .NOSoNDQ

D-Crit(0.05;

+N06

1 2 3 4 5 1 7

W4 DMociPS+2](Norm)

MS-D-Cric[2] = 1.34 M4-D-Cric[2] = 1.34
rielz] ritlzl SIMCA P+ 10.5 - 03/0942004 13:40:02

| The advantage of the Coomans' plot is the four diagnostic regions, which is useful when predicting
new data. The disadvantage is that it only does binary comparisons, so in cases with more than one
class specific model the number of plots required increases.

For many class SIMCA models the Classification list may be used. Using the data that the model was
built upon, the classification is perfect. As mentioned above the true predictivity of the model should
be determined either using new data or, failing this.-data left out data.

| 4

1 2 3
_1 |ObsID (T M3.PModXPS+[2] M4.PModXPS+[2]
2 White Black
_3 [wo7 0.967563 9.64431e-013
_4 |woe 0.374574 7.03371e-013
_5 |Wo5 0.353451 4.21083e-012
_B [wo3 0.975793 1.66126e-015
_7 |B10 Z.2474e-007 0.672828
_ G [Bo9 1.1823e-009 0.91533
_9 |Bos 4.15272e-011 0.979145
_1o | Bo7 4. 4542 7e—-009 0.136531
_11 | Bo6 1.41129e-007 0.531782
_12 | BO5 z2.21227e-008 0.4692586
_15 | Bo4 2.757362-007 0.456572
_14 | BO3 Z2.34417e-010 0.406692
_15 | B0z 1.892332-009 0.268233
_16 | Bo1 9.583403e-007 0.44549
_17 | N10 Z.08353e-005 3.33024e-006
_18 | N09 6.72116e-017| 7.58477e-016
_19 | NO8 5.03114e-009 7.12201e-008
_20 | NO7 6.755472-008| 2.445366e-007
_21 | No& 5.7775e-010  1.80938e-008
_22 | NO5 4,590292-012  1.34919e-014
_23 | No4 5.95785e-009  1.94523e-008
_24 | NO3 2.71752e-008 &.45065e-007
_25 | NO2 1.36926e-010| 2.45138e-011
_Z6 | NO1 4.25937e-013  5.29959e-013
27 |W15 0.0772741 1.36401e-013
28 (w14 0.886431 1.416e-012
29 (w13 0.656153 6.55215e-011
_30 jwn 0.422 4.33599e-011
_31 |wos 0.25218 5.6055e-013

M5.PModXPS+[2]

Nude

1.15109e-012
Z.0506e-010
9.27221e-010
2.32432e-014
3.28001e-005
1.8771e-006

[ Oy [ S TR PR R S T P
o oo o o oo

L R - Y IR S Y

. 140592e-010
.79273e-005
.4594958e-005
L3482 1e-005
.Z275949e2-005
.23565e-008
.Z66672-005
.3453%e-006

0.
- 690269
2155086
- 557908

66647

1

. 167096
. 430974
. 345444
.23958858

0.
.02784e-010
L0292 4e-012
. 34054e-005
.93929e-010
L.S01&66e-010

495943
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Solution Task 3

| The 1+1 component OPLS/O2PLS gives arn model with R2Y=0.99 and Q2=0.93, the predictive
variation is 26% and the orthogonal variation is 13% of the total variation in the data. The black mice
are in the upper section the Black below.

MSMouseT M1 (OPLS/O2PLS), Nude vs. black mice =Rl MSMouseT.M1 (OPLS/O2PLS), Nude vs. black mice
t{Cormp. 1Jfto[XSide Comp. 1]
Colored according to Obs ID (T_MS)

0,9]
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c

20
40|

-60

-80
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<
7z
£
§
S

Comp No.

| The Observed vs Ppredicted plot shows complete separation of the two groups. In cases where OPLS
classification fails there will be an overlap of the two clusters over the 0.5 mark on the X axis.

The S-plot and the p1 loading plot show the variables that are responsible for the group separation.
The plot as first plotted will be difficult to interpret as it is in the same order as the dataset and with the
95% jacknifed confidence intervals present. Using the sort ascending function and the zoom tool it is
possible to identify the most increasing and decreasing potential biomarkers.

-

MSMouseT M1 (OPLS/O2PLS), Nude vs. black mice H MSMouseT M1 (OPLS/O2PLS), Nude vs. black mice.
YProd(Y (N=0, W and B=1)/¥Var(Y (N=0, W and B=1)) piComp. 1]
Colored according to Obs ID (T_MS)
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MSMouseT.M3 (OPLS/O2PLS)
p[Comp. 1]/p(corr)[Comp. 1]
1,0
& @

0,5
5 00
e
o

-0,5

w o
a @
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-0,15 -0,10 -0,05 -0,00 0,05 0,10 0,15
p[1]

Hint: make an x-avg plot under plot/list and block mark all signals in the baseline. This will help in the decision
of cut off limits (threshold) in the p1 direction.

NSMouseT M3 (OPLS/02PLS) MSMouseT M3 (OPLSIOZPLS)
Xavg p[Comp. 1)ip(corrjiComp. 1]
350 . 1,0
300 *
250) 0,5
e 200 N =
* 150 * B 809
N R =4
100 4
A ,‘ Ak a AL, 'y 05
N
50 Aa 4 an A, " A s
A ala A ah 4 A 3N ad 4
0
1,0]
0 500 1000 1500 2000 2500 3000 3500 4000
N 0,15 0,10 0,10 0,15
jum

A list of potential biomarkers can be obtained by right clicking on the S-plot (the selected metabolites must be
marked). This list can be saved or copied to excel for further investigation.

WSHouseT M1 (OPLSIO2PLS), Node ve. backmice WSMouseT M (OPLSIOZPLS) Node ve lack mico
plComp. 1] plComp. 1]
0,20 0,05
fl
il
0,15 } 00
' {
D!
K
il -0,05
= 0.10] “h‘ =
g0 fA =
= et
LR (1113 416
:i: 0,10
0,05 eld
’ mimRmATERC (1
AT i
IRl [l
o.ooMUHHAT bl B 1l
2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50 52 54
4085 4090 4095 4100 4105 4110 4115 4120 4125 4130 4135 4140 4145

In the score plot it is seen that systematic variation in the nude mice cause the orthogonal component.
In the S-plot from the orthogonal components, pol vs. po(corr)1, it can be interpreted which
metabolites that cause this variation.
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MSMouseT.M1 (OPLS/O2PLS), Orthogonal S-plot, Nude vs. black mice
po[XSide Comp. 1]/po(corr)[XSide Comp. 1]

1,0
0,8
0,6
0,4
0,2

-0,0

po(corr)[1]

-0,2
-0,4
-0,6
-0,8

-1,0

-0,20 -0,15 -0,10 -0,05 -0,00 0,05 0,10 0,15 0,20
po[1]

R2X[XSide Comp. 1] = 0,134257 SIMCA-P+ 12 - 2008-08-14 12:46:30 (UTC+1)
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Solution Task 4-Seolution

OPLS/O2PLS on the subset of the data has correctly predicted the White and Black mice with high
confidence. This is a very good result considering we have split the dataset in half. In practice trusting
a model built on only 5 observations would be potentially hazardous.

&8 Misclassification Table for Model 5 |Z| |E| E|

1 2 3 415 6
1 | Members Correct 2 3 No class (YPred < 0)
2 |2 10 100% 10 O 0
3|3 10 100% O 10 0
4 [No class 0 o| o ]
5 Total 20 100% | 10|10 0
b | Fishers prob. |5, 4e-00&

| To get a more detailed prediction make a prediction list.
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Comparing the correlations with the previous model it is useful to look at the SUS-plot. Some
differences are observed but there are a number of correlations which remain consistent. These are
prime candidates for further investigation as ‘“Potential Biomarkers”.

MSMouseT
SUS-plot, test set mode! vs. all samples

= — S —
e O = Y = S =

M1 Allsamples .p(corr)[1]

S S
o o

=

4009-08-07-06-05-0403-02-0,100010203 040506070809 10
M3 Test set.p(corr)[1]

SHCHP 122084 TR UTCH)
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Discussion and Conclusions

‘ The aim of this exercise is to show how Mass -Spectroscopy-Liquid Chromatography data
can be handled. Data arets unfolded time--wise to give paired variables of
RetentionTime Mass. Data must be transposed on import if it has been processed in Excel
due to Excel’s 256-column limitation.

| PCA is a good technique for over-viewing trends, groupings and outliers in MS data. If a
trend is spotted it is worth investigating the cause.

SIMCA is a technique for recognition of classes, useful in cases of incomplete resolution and
with many classes. The Cooman=s' plot is useful where new data may have observations not
belonging to either class defined by the two models.

OPLS/O2PLS in classification studies (OPLS/O2PLS-DA) is a maximum separation
projection of data and is most useful when dealing with two classes as it shows which
variables are responsible for class separation. In this way potential biomarkers may be found
by looking at the most positive and negative loadings in the S-plot.

Validation of models of Metabonomic data is essential to prove the predictive ability-efthe
medel. In the ideal case, new data not available during the model building process sare
predicted and evaluated. In cases where new data isare not available the dataset must be split
into training and test sets. The way this should be done depends on the number of
Observations. Suggestions are as follows:

<10  Leave one out, repeat 9 times (10 in all)
15 Build model on 10 predict 5 repeat 2 times (3 in all)
20 Build model on 10 predict 10 repeat once (2 in all)

Checks should be made that not only the class memberships are predicted correctly but also
| that the same variables (potential biomarkers) are found important in each model.
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MVDA-Exercise GeneGrid

Gaining a visual overview of gene chip data

Background

Gene Chip Array data are becoming increasingly common within the Bio-Pharmaceutical and
agrochemical industries. By studying which genes are either up or down regulated it is hoped to be
able to gain an insight into the genetic basis of disease. Gene chips are composed of short DNA
strands bound to a substrate. The genetic sample under test is labelled with a fluorescent tag and
placed in contact with the gene chip. Any genetic material with a complimentary sequence will bind to
the DNA strand and be shown by fluorescence.

From a data analysis point of view gene chip data are very similar to spectroscopic data. Firstly the
data often have a large amount of systematic variation and secondly the large numbers of genes across
a grid are analogous to the large number of wavelengths in a spectrum. If gene grid data are plotted
versus fluorescent intensity we get a ‘spectrum’ of gene expression. The one critical difference
between gene data and spectroscopy is that in spectroscopy the theory is known and peaks may be
interpreted. In gene expression analysis the function of the genes and the number of genes expected to
change is largely unknown, given the current level of understanding.

There are several experimental techniques to remove both within slide and between slide systematic
variations. These include running paired slides using different dyes (dye swap), normalising to genes
with constant expression (so-called housekeeping genes i.e. beta actin), the addition of standard
synthetic DNA controls, and using different concentrations of the same gene in order to normalise the
fluorescence readings.

Objective

The objectives of this study are to gain an overview of the gene chip data, investigate systematic
variation between experiments and treatment groups and finally to determine which genes have
changes in their expression between treatment groups.

Data

The data come from a toxicity study where the gene expression profiles for different doses of a toxin
are investigated. The aim is to be able to recognise which genes are changing in response to a
particular toxin so that these changes may be used to screen new drugs for toxicity in the future.

The gene grids used are composed of 1611 gene probes on a slide (or chip).
4 different doses are given, Control, Low, Medium, High.

5 animals are used per dose (some missing - 17 in total).

Controls Animals 2,3,4,5

High Dose Animals 31, 32,33, 34
Medium Dose Animals 26,27, 28,29
Low Dose Animals 21,22, 23,24, 25

4 grid repeats per slide — W X Y Z (also called spots) with 3 replicates per animal.

12 measurements in total (17 x 12 =204 - 8) = 196 observations. (2 grid repeats missing).
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It is useful to adopt a systematic naming procedure in SIMCA-P to allow selective masking of the plot
labels at a later stage in the analysis. For this study the following naming scheme was used;

Example name: C02aX

Position 1 Dose C,LLM,H
Position 2-3 Animal number 2,34,....25
Position 4 GRID a,b,c
Position 5,6 Repeat W, X)Y,Z
Tasks

Task 1

Open SIMCA-P and create a new project by File\New. Select Genegrid RAW.txt. Highlight the first
Row and select primary observation ID. Define the second column as ClassID using length 1. A new
column will be generated including class information. Ensure column 3 is included as data (highlight
column and select Data). The file contains 196 observations and 1611 variables.

Open the dataset by selecting Dataset\Edit\GenegridRAW (or clicking the dataset icon on the toolbar).

We will use quick info to examine the ‘gene spectrum’. Dataset\Quickinfo\Observations. Right click
on observation 1 (columnl, row2). Using the up and down keys on the keyboard scroll down the
observations. Is there anything strange about the gene expression pattern in any of the observations?
Make a note of the observations that look different or unusual.

Task 2

During import of data, SIMCA automatically prepared 4 different datasets for PCA on individual
classes. All of these classes are placed under CM1. Change the scaling to Par scaling under
workset/edit/CM1/and click the scale tab (Don’t forget to press ‘Set’), all classes will now be scaled as
the selected. Exclude the last variable column called class model response, this variable will be used in

exercise 5. Run PCA on all classes. Extract 2 first components in all classes by pressing B select 2
components press set and OK. Display the observation names to display the animal numbers only
(start 2 length 2). What can you observe about the repeats? How does the between experiment
variation compare with the between animal variation? Is it valid to take an average for the gene
expression of each group or does this lead to a loss of information?

Task 3

Select Workset/New as model/CM1. Change model type to PCA-X to include all observations in the
same model. Fit the model using Analysis/Two First Components. Look at the score scatter plot. Right
click on the plot and choose properties, under the Label Types tab select Use Identifier Obs ID Primary
Start 1 Length 3. Do you see any outliers by Hotellings T2? Plot the DModX plot under
Analysis\Distance to Model, showing the observation names. Make a note of the more serious outliers
in the DModX plot. How do they compare with the outliers seen in the PCA-class and Quick Info
plots? What can you say about the treatment groups?

Task 4

Prepare to fit a new model by choosing Workset\New as Model 1. Remove animal number 28 and
observations C02aW,X,Y,Z; C02cY; C04aY; M29bX; L.21aX; L23aY and refit the model (choosing
Analysis\Change Model Type\PCA on X Block). Again fit the model using Analysis\Two First
Components. Look at the score scatter plot. Under the Label Types tab select Use Identifier Obs ID
Primary Start 1 Length 1. Is there a trend going from Control to Low, Medium and High?

Contribution plots are useful in the interpretation of the model. Use the default plot action tool = on
the toolbar to create a contribution plot (i.e., firstly click on a point in the control group and then click
on a point in the high group). The resulting plot shows the difference in gene expression between the
two selected observations. Use the zoom tool ‘&=l to zoom the X axis until you can see the individual
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genes.

Task 5

To observe the gene changes that occur when going from one group to another OPLS Discriminant
analysis (OPLS-DA) is a good method to use. Select Work set\New, set scaling to pareto, exclude all
previous detected outliers and use only the control and high dose class in the model (i.e. exclude the
other two classes). Select the last column, class model response, to be Y. Under work set change the
model type to OPLS/O2PLS.

Fit the model using with two components. Interpret the score plot for t;/t,;and the model diagnostics.
Is there a good separation between the groups? To see the gene changes between these groups go to
favourites and choose S-plot. Combine the evaluation of the S-plot with the loading plot found under
analysis/loadings/column plot. Right click the loading plot and select Sort ascending. Use the zoom
tool to examine the plot in more detail. Which are the genes which are most up-regulated and which
are the most down-regulated?

Task 6 - Discussion Section (No solution given)

If time permits run OPLS/O2PLS on the other classes (compare control vs. low and medium dose in
two separate modles) and compare shared and unique structure from the different models by using the
SUS-plot.

It is possible to transform the data. The data exhibit skewness, which can be made more normal by
applying a Log transform (a natural choice for Fluorescence data). How does this affect the analysis?

To remove some of the systematic variation the data may be normalised to either the height of the
biggest peak (akin to Mass spectra) or the total signal strength. This may be achieved in Excel by
using the MAX or SUM functions and then dividing each value by the result. How does this affect the
results? Are there normalisation techniques that can be used at the experimental stage?
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Solutions to GeneGrid

Task 1

Using Quick Info Observations some of the observations look distinctly different. The first four
observations C02aW,X,Y,Z have a noisy appearance. C02bX is more typical of the majority of
observations. C02cY has a single signal which totally dominates the ‘gene spectrum’; possibly an
extraneous object on the slide is causing this high point. Observations C04aY; M29bX; L21aX;
L23aY are odd, as well as all observations from Animal 28 which have a very noisy appearance.

Quick Info - Quick Info - O
Statistics: Statistics:
M 1611 M 1611
“HMis. Val, o.00 “HMis. Val, o.00
Mean 183.298 Mean 194.202
Std, dev. 269065 Std, dev. 558812
skewness 8,99556 skewness 8.59034
Spectra: Spectra:
5000
8000
4000
6000
3000
4000
2000
0 0
500 1000 1500 500 1000 1500
C02aW C02bX
Quick Info - Observation: M28aW
Statistics: Statistics:
M 1611 M 1611
% Mis. Val, o.00 % Mis. Val, o.00
Mean 101.852 Mean 161.772
Std, dev. 171246 Std, dev. 359471
Skewness 38.7502 Skewness 3.898684
Spectra: Spectra:
60000
3000
40000
20000
A B
00 1000 1500 00 1000 1500
C02cY M28aW
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PCA on the individual classes yields the following models:

Task 2

Controls M1
Low M4
Medium M3
High M2

PCA-Class(C) A=2 R*=0.546
PCA-Class(L) A=2 R’=0.498
PCA-Class(M) A=2  R*=0.697
PCA-Class(H) A=2 R*=0.637

Q’=0.33
Q=02

Q’=0.44
Q’=0.59

There are several deviating samples that can be visualized in the score and DModX plots from each
class. The extreme samples are C02¢Y; C04aY; L21aX; L23aY; M29bX; and all samples for animal
28. Additional possible outliers are C02aW,X,Y,Z. These samples are not as obvious as the other

extreme samples, but by looking at the raw data (use quick info on the primary data set) it is seen that

these samples profile deviate from the other samples. When these outliers are removed it is clearly

seen that each treatment group exhibits a clustering of repeats for each animal (plots not shown). This

shows that the between animal variation is greater than the between experiment repeats. This point to
genetic variability in the animals, which is information that would be lost when averaging the
treatment groups. Averaging by animal would be a way of data reduction without loosing too much

information.

t[Comp. 1]J/t{Comp. 2]

Genegrid_RAW.M1 (PCA-Class(C))

Genegrid_RAW.M4 (PCA-Class(L))
t[Comp. 1]J/t{Comp. 2]
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800

t[2]

<04 600

400

200

+23

t[2]
o

-200

-400

-600

-600 -400 -200 0 200 400 600 1000 1500
t[1] t[1]
Genegrid_RAW.M3 (PCA-Class(M)) Genegrid_RAW.M2 (PCA-Class(H))
t[Comp. 1]J/t{Comp. 2] t[Comp. 1]/t{Comp. 2]
29 400
1500 300
200
1000
100
= 500 = 0
-100
0 -2 D Y 200
-300
-500
-400
-1000 500 0 500 1000 -800 -600 -400 -200 0 200 400 600 800
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Genegrid_RAW.M1 (PCA-Class(C)) Genegrid_RAW.M4 (PCA-Class(L))
DModX[Last comp.](Normalized) DModX{Last comp.](Normalized)
Colored according to classes in M1 Colored according to classes in M4

C04aY L21aX
2,0 |

2,5
C02cY

2,0

ﬁ%é?éz

DModX[2](Norm)

DModX[2](Norm)
.

0,5
0,0 0,0
0 5 10 15 20 25 30 35 40 45 50 0 5 10 15 20 25 30 35 40 45
Num Num
Task 3

PCA on all samples with 2 components gives R>= 0.41 and Q* = 0.39, a weak model but useful for

visualisation. Hotellings T2 shows the odd behaviour of observations from animal 28. The DModX
plot identifies the same outliers as those found ‘bye eye’ in PCA-class models. Looking at the score
plot the four treatment groups show some clustering but there is also a degree of overlap.

Genegrid_RAW.M8 (PCA-X) - Genegrid_RAW. (PCA-X) —
t[Comp. 1)/t{Comp. 2] A DModX[Last comp.]J(Normalized) —_—
Colored according to classes in M8 o Colored according to classes in M8 — L
600 5,0 M29bX L23aY
400 Ccoday
4,0 I
200 £
o
- < 30 H
S < co2ey
g L21aX
- = 20 |
200 Z I
400 2 — f ‘
- 1,00 ln . A
U | [ \\f‘m/m‘\j\Mw il
WL !
-600
0,0
-600 400 -200 0 200 400 600 0 20 40 60 80 100 120 140 160 180 200
t[1] Num
Genegrid_RAW.Overview of all data (PCA-X) : ﬁ
t[Comp. 1)/t{Comp. 2] % M
Colored according to classes in M8
600
400
200
N
= 0
-200
-400
-600
-600 -400 -200 0 200 400 600
t[1]
R2X([1] = 0,244698 R2X([2] = 0,167465 Ellipse: Hotelling T2 (0,95)
SIMCAP+ 12 2008.08:40 16:26:28 (UTC+1)
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Before removing outliers it is good practice to investigate them fully to see if there is any useful
information to be gained in their unusual behaviour. Animal 28 obviously is deviating from the rest in
the treatment group and should be investigated. As mentioned in Task 1, observation C02cY has one
spot which is dominating indicating perhaps a faulty chip or contamination. The outliers highlighted
by the DModX-plot are dramatically different from the majority and so it seems reasonable to remove
them.

Task 4

The updated PCA model with 2 components gives a better model by cross validation, R*= 0.55 and Q
=0.53. The score plot is showing definite groupings with a small overlap. Differences in the gene
expression between the observations are displayed in the contribution plot.

2

Genegrid_RAW. Same model as previous task but some samples excluded (PCA-X) : ﬁ Genegrid_RAW.Same model as previous task but some samples excluded (PCA-X)
t{[Comp. 1J/t{Comp. 2] : M Score Contrib(Group High - Group Controll), Weight=p[1]p[2]
Colored according to classes in M10 N
N
600 = 20
a

400

200

t[2]

0

-200

-400

-600

0 ﬁv"“‘ V‘”W L‘\u‘ lw’uﬁ”&. 'Jlr LJ

200 400 600 800 1000 12001400 = 1600

600  -400  -200 0 200 400 600
t[1]

Score Contrib(Group 2 - Group 1), Weight

Score scatter plot Contribution plot
To simplify the interpretation of discriminating genes it is recommended to continue the
analysis with OPLS/O2PLS between two classes at time.

Copyright Umetrics AB, 08-08-15 Page 7 (9)



@ UMETRICS

Task 5

OPLS-DA between Control and High dose gives a strong model with R*=0.929 and Q*=0.916, the
predictive variation, t1, corresponds to 27.5% of all variation in the data and the uncorrelated

variation, tol (orthogonal variation), corresponds to 13.3%. The plot shows complete separation of the

two groups. The S-plot shows the extent to which each gene is either up or down regulated when
going from control to high dose. The loading plot shown below is sorted in ascending order. Zooming
in on the plot also shows the jack-knifing confidence intervals.

om
o

Genegrid_RAW.M11 (OPLS/O2PLS), Controll vs high dose
t[Comp. 1]/to[XSide Comp. 1]
Colored according to classes in M11

300
200
100

P, Genegrid_RAW - M11

Titl: Conirolv5 high dose m]

Type: OPLS/D2PLS  Observations [N)=35. Varisbles (K]<1611 [<=1610.v<1)

Components:

A 24 | R2cum] Eigenvalue R2v  RZV(oum] 02 O2(cum) | Significan.
B Hodel 0,408 0,929 0,914
0 Cent, Cent,
P1 03275 0408 261 0929 0929 0914
=X Orthogonal 0,133 o
01 0,433 0,133 12,7 o o R1

0,914 R1

to[1]
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Genegrid_RAW.M11 (OPLS/O2PLS), Controll vs high dose
p[Comp. 1)/p(corr)[Comp. 1]
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Most up and down-regulated genes.

Genegrid_RAW.M11 (OPLS/O2PLS), Controll vs high dose
Xavg
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Num

1000

X average plot where all selected genes from the S-
plot are marked to clarify the distance to the baseline.
Biomarkers close to the baseline are highly uncertain.

Genegrid_RAW.M11 (OPLS/O2PLS), Controll vs high dose
p[Comp. 1]

X X X X X X X X X X X X X X X
AVAVAVAVAVAVAVAVAVAVAVAAVAYE
X X X X X X X X X X X X X X X
AV AVAVAVAVAVAVAVAVAVAVAVAVAV AV A

-0,02

1560 1570 1580 1590 1600 1610

R2X[1] = 0,274576 SMCAPS 12- 20080810 174262 (UTC+1)

Zoomed region in from the P1 loading plot. Up-
regulated genes are visualized.

Genegrid_RAW.M11 (OPLS/O2PLS), Controll vs high dose
p[Comp. 1]

p[1]

-0,08

1 2 3 4 5 6 7 8 9 10 N

R2X[1] = 0,274576 SNCAPS 12 2080610 174218 (UTC+1)

Zoomed region from the P1 loading plot. Down-
regulated genes are visualized.
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Conclusions

Analytical bioinformatics data can be visualised quickly in SIMCA-P. PCA gives an overview of the
data and highlights experimental variations and outliers. PCA contribution plots may be used to see
which genes have altered relative to another observation. PLS-Discriminant analysis can be used to
determine the differences in gene expression between treatment groups. The data may be scaled or
transformed in order to optimise the separation between treatment groups or to focus on the number of
genes that change.
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MVDA-Exercise Ovarian Cancer

Proteomic classification of patients with ovarian cancer

Background

New techniques for early diagnosis of ovarian cancer could have a major effect on women’s health.
Current methods have a relatively poor positive predictive success rate of just 10-20%. In this study,
proteomic spectra of blood serum were investigated as potential indicators of pathological changes in
the ovaries.

We are indebted to the Food and Drug Administration’s Center for Biologics Evaluation and Research
for making their data available via the website:

http://home.ccr.cancer.gov/ncifdaproteomics/ppatterns.asp

The data analysed here (8-7-02) is unpublished work based on low resolution surface-enhanced laser
desorption and ionisation time-of-flight (SELDI-TOF) mass spectroscopy. The original dataset
contains spectra for 91 unaffected women and 162 patients with biopsy-proven ovarian cancer. Of the
latter group, only the first 100 numbered patients were included in this exercise.

Objective

The objective of this exercise is to assess how well proteomics spectra can discriminate between
ovarian cancer patients and unaffected women (controls).

Data

The dataset contains MS spectra for 191 individuals, 91 unaffected women (controls) and 100 ovarian
cancer patients. The spectra consist of 15154 M/Z values. The spectra from a randomly chosen control
(200) and cancer patient (699) are shown below for illustration.

XObs(200)
XObs(599)

Ovarian Cancer.M3 (PCA-X), PCA entire data set
XObs

100

90

80
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R Y T g o

.

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 11000 12000 13000 14000 16000
Num
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Tasks

Task 1
Open SIMCA-P and import Ovarian Cancer.dif.

Mark column 1 as the primary observation ID and column 2 as ClassID and 3 as secondary
observation ID. Assign the fourth column (labelled “DA”) as Y variable. When assigning Class ID
you will in the next step see the number of observations in each class. This feature will also simplify
PCA for individual classes.

Mark row 1 as the primary variable ID, this contains the M/Z values. Check that the data set contains
191 observations, 15155 variables and no missing values. After import SIMCA-P+12 will
automatically generate two data sets under CM/ for PLS-class. However this is not what should be
done in the first exercise.

To change this, go to Workset/Edit CM1 and change the scaling to Pareto by selecting all the variables,
highlighting Par and clicking on Set. When choosing CM1 for edit, all sub datasets will be edited
simultaneously. Pareto scaling works well for MS spectra as it offers a compromise between no
scaling and unit variance scaling. Change model type to PCA-class.

SIMCA-P will now be ready to fit a PCA model on both classes.

SIMCA-P will ask you whether you wish to exclude a few variables that have zero variance. Accept
the exclusion by clicking on Yes to all. These variables are constant for all samples and are therefore
of no interest.

Creating Workset @

The term 181,113 contains anly 0 valugs different fram the median.

Do you want to exclude this term?

’ es ] [ Yes to Al ] [ Mo ] ’ Mo ta Al ] [ Cancel

Task 2
Build separate PCA models of each class by specify autofit to 3 components.
Specify Autofit X
Specify the class models that should be fitted by checking the class numbers
in the lizt ar by uzsing the Include’ checkbox
todels can either be autofitted or you can specify the number of components
to calculate for each model.
Press O tofit all checked models.
Class Components
Caon Autofit
Ova Autafit
Include
Mo, of Components
k| Set
Select All k
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Remember to press sef followed by OK fo fit the PCA model.

Are there any outliers in either class?

Task 3

Make an PCA overview with all 191 samples together by marking CM1 and selecting
Analysis/Change Model Type/PCA on X-block. Fit the model with three principal components by
selecting Analysis/Two First Components+ next component. Plot the scores. How well are the two
groups separated? Are there any outliers?

Task 4 OPLS-DA

A training set was selected for each class using the principles of multivariate design. A 4° factorial
design embracing 64 combinations of the first three principal components of each class was used.
Only samples that corresponded to points in the design were selected with a limit of one sample per
design point. This resulted in a training set of 43 controls and 54 cancer patients as follows:

Controls:

182, 183, 184, 185, 188, 193, 195, 198, 199, 208, 209, 212, 217, 218, 222, 223, 224, 225, 226, 230,
231, 233, 236, 240, 241, 242, 245, 246, 248, 250, 251, 252, 254, 257, 258, 259, 260, 261, 263, 265,
266, 274, 281

Cancer Patients:

601, 602, 605, 606, 613, 614, 618, 620, 621, 623, 624, 626, 628, 629, 630, 631, 632, 636, 638, 640,
641, 642, 643, 644, 647, 651, 652, 653, 655, 659, 661, 662, 663, 664, 666, 667, 669, 671, 679, 681,
683, 688, 689, 691, 693, 694, 701, 702, 704, 705, 706, 707, 708, 710

The remaining 48 controls and 46 cancer patients will form the test set to assess the true predictive
power of the models.

Do the training sets defined above constitute a diverse and representative subset of each class?

Create a new workset containing only the training samples by excluding all samples except those
listed above. Set Y under workset/variables/select DA and press Y, set scaling to pareto. Select
OPLS/O2PLS and fit the model. Plot the scores.

How well are the classes separated? The separation can be visualized using Analysis/Observed vs.
Predicted which is based on all the components. The control samples should all have predicted values
above 0.5 and the ovarian cancer samples predicted values less than 0.5. The cross-validated score plot
is also recommended for evaluation of the predictive ability.

Find the most important potential biomarkers for discrimination between control and ovarian cancer.
Use the S-plot and the loading plot with confidence interval.

Right-click on the loading plot and choose Sort Ascending on the values. If you wish, remove the
confidence intervals, right-click on the plot go to Properties and select Confidence level None.

Make a list of potential biomarkers. In the S-plot, mark the most important biomarkers, right-click on
the plot and select Create List. The masses with the largest p1 and largest p(corr)1 are the most
important for classification purposes and could be used to provide biomarkers of the disease.

Task 5

Use the 94 test samples to validate the model built in Task 4. Define the prediction set using
Predictions/Specify Predictionset/Complement Workset. This will bring in the samples not used to
train the model.

With an OPLS-DA model: List the predicted values for the test set using Predictions/Y Predicted/List.

With a conventional OPLS model using the Y-variable: Plot observed versus predicted to visualize the
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model results.
How many samples are correctly classified?

Summarize the predictions using the misclassification list. To be able to do this table in SIMCA-P+12
you must do an OPLS/O2PLS-DA model instead of using the Y response for discrimination. Under
workset/new as model (select the OPLS model used in previous results)/OPLS/O2PLS-DA. Fit the
model using same number of components as previous model, then both models will be identical. Select
the test set under predictions/complement workset. Make the misclassification table under
predictions/misclassification.
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Solutions to Ovarian Cancer

Task 2

The two class models are summarised below.

P Ovarian Cancer, - M4

[ Wworkset. .. ] [ Options. .. I Title PCé contralz Q
Type: PCA-Clazz[1] Observations [M)=91, Varables [K)=15142 [<=15142, %'=0]

Caomponents:
B R4 R&<{[cum]  Eigen... L2 Lirnit [2[cum] | Significa... |terations
1] Cent,
1 0.487 0487 443 0472 .01 0472 Rl 15
2 nz [.E8E 18.2 037 nonz 0EEY R1 12
3 nosz 0.7E7 s 0234 nona 0745 R1 14

B. Ovarian Cancer - M5

Work zet ] [ Optionz. .. ] Title PCA patients E]
Type: PCA-Clazs[2] Observations [N]=100, Variables [K)=15143 [£=15143, ¥'=0)

Campanents:
A R RZ+[cum]  Eigen... G2 Lirnit Q2(cum]  Significa... Iterations
a Cent,
1 0.44a 0448 444 0435 no1m 0435 A1 18
2 0.z02 0.65 202 0.345 no1o2 063 A1 17
3 0.0961 0747 9.61 0.255 00103 0724 A1 14

Plots of t1vs t2 for each class are shown below. In these plots, the samples are color-coded according
to work set (W) and test set (T) membership. This confirms that the training sets are truly
representative of each class.

Ovarian Cancer.M4 (PCA-Class(1)), PCA controls : T Ovarian Cancer.M5 (PCA-Class(2)), PCA patients : T
t{Comp. 1][Comp. 2] w t{Comp. 1]t[Comp. 2] w
200
100
100
8 9 S
= = 0
A
-100 -100
-300 -200 -100 0 100 200 300 -200 -100 0 100 200 300
t1] 1]
R2X[1] = 0.486601 R2X[2] = 0.199588 R2X[1] = 0.448012 R2X[2] = 0.202473
Ellipse: Hotelling T2 (0.95) SIMCA-P+ 11.5 - 2006-11-23 15:30:02 Ellipse: Hotelling T2 (0.95) SIMCA-P+ 11.5 - 2006-11-23 15:29:16

There are no strong outliers in either class. However, individual 667 has a rather high DModX in the
ovarian cancer class. The corresponding contribution plot suggests that this sample has somewhat
higher spectral values for some of the larger masses.
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Ovarian Cancer.M5 (PCA-Class(2)), PCA patients Ovarian Cancer.M5 (PCA-Class(2)), PCA patients
DModX[Last comp.][Last comp.] DModX Contrib(Obs 667), Weight=RX[3]
6
667
14
5
1.2
S 4
£
3
_ 1.0 E
2 [0
< E
= [=2]
& o8 . A Mr\l .Al A | 3
X H
3 Tolllyes V s
=
o 06 §
2
2
=
04 5
[3}
x
°
o
0.2 E
0.0
0 10 20 30 40 50 60 70 80 90 100 -2
Num
M5-D-Crit[3] = 0.747 1 - R2X(CUmSICAP+ 11.572006-11-23 15:40:10 2000 4000 6000 8000 5, 300 - 20079 8 41.40 14000
Task 3

An overview model of all 191 samples with three principal components is given below.

TLJ— Ovarian Cancer - M3

[ Wiorkset,.. ][ Options. ..

Companents:
A, R 2 R &4 cum) Eigenvalue
0 Cent.
1 0,417 0,417 79,6
2 0,189 0,608 35,1
3 0,128 0,734 24,5
£

Title PCA all zamples

0,41
0,311
0,315

Type: PCA-  Observations [M1=191, Vanablez [K]=15150 [<=15150, %'=0]

Lirnit [12[cum] | Significance [teration

0,0053 0,41 R1 1%

0,00533 0,593 R1 2

0,00535 0,722 R1 1]
>

The scores plot shows some separation of the controls (C) and ovarian cancer patients (O) along the
second and third principal component, although the two groups clearly overlap. There are no strong
outliers. There are a few moderate outliers, mainly from the cancer group.

Ovarian Cancer.M3 (PCA-X), PCA all samples : g:;

t[Comp. 1J{{Comp. 2]
Colored according to classes in M3

150

100

50

-200  -100 0 100

R2X[1] = 0,416542 R2X[2] = 0,18926
Ellipse: Hotelling 12 (0,95) SINGAP 12 - 2008.07-18 10:11:55 (UTC+1)

Ovarian Cancer.M3 (PCA-X), PCA all samples v

t{Comp. 2]t[Comp. 3]
Colored according to classes in M3

-150 -100 -50 0 50
t[2]

100 150

= 0128188
SIMCAP 12 2008.07-18 10:12:45 (UTC+1)
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Ovarian Cancer.M3 (PCA-X)
DModX[Last comp.J(Normalized)

gvsm'l AA il Ml(\ T (T
B A R AT
Task 4

OPLS-DA gives six (1 predictive + 5 orthogonal) components with R2Y=0.95 and Q2=0.92. The plot
of t1 vs. tol indicates a separation of the two classes. This separation must be verified by Q2, the
cross-validated score plot and the Observed vs. Predicted plot based on all six components. The plots
are important as they make the predictive ability more transparant.

There is complete separation of the two classes with all ovarian cancer samples to the left of 0.5 and
all controls to the right of 0.5.

Py Ovarian Cancer - M10

Wworkset... ] [ Options... ] Title \control ws. owvarian training set Q
Type: OPLS/02PLS Observations [M]=97, Variables [K]=15144 [x=15143, v=1]
Components:
& R2% | RZx[cum) Eigenvalue Ry | RZY[cum) G2 Q2[cum] | Significance
% Model 0,838 0,953 0,915
0 Cent. Cent.
P 0,101 0,838 9,81 0,953 0,953 0,915 0,915 R1
=5 Orthogonal 0,737
01 0,418 0,415 40,4 0 0 R1
02 0,135 0,552 13,1 a a R1
0 3 0,136 0,687 13,2 a a R1
0 4 0,0305 0,713 2,96 a a R1
05 0,0187 0,737 1,82 0 1] R1
‘0[;'::; C;,;‘ﬁ;’éﬂ:’és:f/‘fms" control v, ovarian training set : g“’g Ovarian Cancer.M10 (OPLS/O2PLS), control vs. ovarian training set : g"vg
Colored atoording to lasses in W10 YPred(DA)/YVar(DA)
Colored according to classes in M10
1,2
200 ’
1,0 ocmmmm» o
100
0,8
= —
<
T o g 06
- o
®©
> 04
s
-100
0,2
— R .
-200 0,0
-0,2
-100 -50 0 50 100
1] -0,2 0,0 0,2 0,4 0,6 0,8 1,0 1,2
YPred[1](DA)
X011 - o0,10118 Rext P. 1) = 0,416367 Eilipse: Hotelling T2 (0,55)
SWORP 12 A0 IOE S (TE RMSEE - 0,112366 SIMCAP+ 12 - 2008.07-17 16:27:47 (UTCH)
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(1] (Con)

Ovarian Cancer.M10 (OPLS/O2PLS), control vs. ovarian training set: ] o)
L]

Colored according to classes in M10 toy{1] (Con)
n te|1] (Ova)
1
L |
50
)
= A‘ u
| !
A Al
L]
L]
>
L 0
2
s |
A ]
et
L
-50 .Alp J |
A IA
T
™ L]

-100

200 250 300 350 400 450 500 550 600 650 700
ObsID(Obs ID (Primary))

R2x(1] = 0,10118 SINCAP+ 12 2008.07-17 16:36:28 (UTC+1)

In the CV-score plot it is seen that all samples
were predicted to its own class during cross
validation.

To extract potential biomarkers, the S-plot was evaluated together with the X average plot and the
sorted loading plot with the 95% confidence intervals, shown below. By marking the baseline in the
Xave plot it is easy to visualize the same region in the S-plot. All potential biomarkers close to this
line are highly uncertain and should not be considered significant although they have a high p(corr)1

value.
R < o (107 (- [B]5) B Line Plot (M10]
Ovarian Cancer.M10 (OPLS/Q2PLS), control vs. ovarian training set Ovarian Cancer.M10 (OPLS/O2PLS), control vs. ovarian training set
plCemp. 1)/p(corr)[Comp. 1] Xavg
1,0
100
0,5 80
= 60
fu (=]
s 00 >
L =
o
40
-0,5
Py 20
2
-1,0 0
-0,05 0,00 0,05
0 5000 10000 15000
p[1]
Num
RIX[L] = 0,10118 SIMCA-F+ 12 - 2008-07-17 18:48:23 (UTC SIMCAF 12 - 20080717 18:48:23 (UTC+1)
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Ovarian Cancer.M10 (OPLS/O2PLS). control vs. ovarian training set
plComp. 1]

pl1]

2000

4000 8000 8000 10000 12000 14000

ax

Based on the S-plot and the loading plots, the 18 most important masses are listed below. Negative
p(corr)[1] refer to masses associated with down regulation in the ovarian samples and positive are
associated with up-regulation in the ovarian cancer samples. As seen in the table the p(corr)[1] value
are different for each M/Z. It is wise to divide the effect size (ES) into small medium and large ES if
many potential biomarkers appear.

iz | Loading p[1]| _p(corn1] |
254014 | -0,0536253| -0,778866)|
254956 |  -0,0562088| -0,83488|
25,5899 | -0,0539473| -0,845497|
25,6844 | -0,0502256| -0,824039)
221,862 |  -0,0661238| -0,792194|
244,66 | -0,070749)|| -0,931777|
244,952 | -0,081619)| -0,933421]
245245 | -0,0816744| -0,926634]
245,537 | -0,078534|| -0,915735]
24583 | -0,0728345| -0,898917|
246,122 | -0,0643447| -0,877963|
246,415 | -0,0538228| -0,857674
434,297 | 0,0274748| 0,722155|
434,686 |  0,0308307| 0,771015|
l435,075 |  0,0313782| 0,794713|
435,465 |  0,0296506| 0,795315)
435,854 | 0,0261589)| 0,7835|
436,244 | 0,0218106| 0,752144|
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Task 5

All 94 members of the test set are correctly classified, see obs/pred plot and classification table below.

Ovarian Cancer.M10 (OPLS/O2PLS), control vs. ovarian training set, PS-%SS @‘Qn ws 8

YPredPS(DA)/YVarPS(DA)
Colored according to Obs ID ($ClassID)

1,0
0,8
0,6

0,4

YVarPS(DA)

0,2

20,07 AAAAMMMBAMMAM AN —————

-0,2

0,4

‘04 -02 00 02 04 06 08 1,0
YPredPS[1](DA)

§5292 SIMCAP+ 1220080718 102638 UTCH)

The misclassification table will calculate the numbe
Jg? Misclassification Table for Model 12

r of correctly classified samples.

EEX

6

Con
Ova
No class

Total

Ty —

Fishers prob.

2 3 4 L
48| 100% | 48 o
46 100% o 46
0 o o
94 100% 48 46
&, 3e-028

| Members Correct Con Ova No class (YPred < 0)

0

0
Q
o]

This table summarizes all predictions from the test set. The table indicates that all samples were

correctly predicted by the model.
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Controls Con Pred Ova Pred Ovarian Con Pred Ova Pred
Con 181 1.00 0.00 Ova 604 0.03 0.97
Con 186 0.89 0.11 Ova 608 0.08 0.92
Con 189 0.98 0.02 Ova 609 -0.10 1.10
Con 190 1.08 -0.08 Ova 610 -0.06 1.06
Con 191 0.84 0.16 Ova 612 0.05 0.95
Con 192 0.97 0.03 Ova 615 0.03 0.97
Con 194 1.11 -0.11 Ova 617 0.04 0.96
Con 196 0.83 0.17 Ova 619 0.16 0.84
Con 197 0.72 0.28 Ova 622 -0.08 1.08
Con 200 1.27 -0.27 Ova 625 0.24 0.76
Con 201 0.98 0.02 Ova 627 0.15 0.85
Con 202 0.95 0.05 Ova 633 -0.05 1.05
Con 204 1.13 -0.13 Ova 634 0.06 0.94
Con 205 0.93 0.07 Ova 635 -0.06 1.06
Con 207 0.60 0.40 Ova 639 -0.02 1.02
Con 210 0.96 0.04 Ova 646 0.08 0.92
Con 211 0.97 0.03 Ova 648 -0.09 1.09
Con2l14 0.92 0.08 Ova 654 -0.05 1.05
Con 215 0.99 0.01 Ova 656 0.01 0.99
Con 216 1.08 -0.08 Ova 657 0.13 0.87
Con 220 1.09 -0.09 Ova 658 0.15 0.85
Con 221 1.34 -0.34 Ova 660 -0.04 1.04
Con 227 0.87 0.13 Ova 665 0.13 0.87
Con 228 1.09 -0.09 Ova 668 0.01 0.99
Con 229 0.93 0.07 Ova 670 0.07 0.93
Con 234 0.87 0.13 Ova 672 -0.05 1.05
Con 235 0.73 0.27 Ova 673 0.25 0.75
Con 237 0.61 0.39 Ova 674 -0.06 1.06
Con 239 0.87 0.13 Ova 675 -0.09 1.09
Con 243 0.74 0.26 Ova 676 0.08 0.92
Con 244 1.01 -0.01 Ova 677 -0.06 1.06
Con 247 1.02 -0.02 Ova 678 0.22 0.78
Con 253 1.23 -0.23 Ova 630 0.05 0.95
Con 255 0.62 0.38 Ova 682 0.00 1.00
Con 256 0.87 0.13 Ova 686 -0.05 1.05
Con 262 0.59 0.41 Ova 687 0.16 0.84
Con 264 1.16 -0.16 Ova 692 -0.02 1.02
Con 267 1.00 0.00 Ova 696 0.11 0.89
Con 269 0.92 0.08 Ova 697 0.21 0.79
Con 270 0.78 0.22 Ova 698 0.01 0.99
Con 271 0.97 0.03 Ova 699 0.00 1.00
Con 273 0.81 0.19 Ova 703 -0.04 1.04
Con 275 0.67 0.33 Ova 709 0.02 0.98
Con 276 1.12 -0.12 Ova 711 0.05 0.95
Con 277 1.06 -0.06 Ova 712 0.03 0.97
Con 278 0.99 0.01 Ova 713 -0.04 1.04
Con 279 0.74 0.26

Con 280 0.83 0.17
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Conclusions

The use of proteomics data to discriminate between ovarian cancer patients and unaffected women
works extremely well with this dataset from the Food and Drug Administration’s Center for Biologics
Evaluation and Research. A model was built on 43 controls and 54 ovarian cancer samples. This was
used to correctly classify a test set of 48 controls and 46 ovarian cancer samples. The application of
chemometric techniques like OPLS Discriminant Analysis clearly has a major role to play in new
research areas such as proteomics, genomics and metabonomics.

Generation of the mass spectra used in this study requires just a small sample of blood serum that can
be obtained with a pin-prick. This highlights the potential of proteomics as a screening tool for
diseases such as ovarian cancer in the general population which could yield a quantum leap in terms of
quality of life.
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MVDA-Exercise METABOLOMICS with OPLS
Comparing PCA with OPLS in Metabolomics

Background

A gene encoding a MYB transcription factor, with unknown function, PttMYB76, was selected from a
library of poplar trees for metabolomic characterization of the growth process in Poplar trees.

Objective

The objective of this exercise is to shed some light on how PCA and OPLS-DA may be used in state-
of-the-art Metabolomics. In particular, the objectives are to:

e Demonstrate how PCA can be used to look at patterns and trends
e Demonstrate the strength of OPLS-DA compared to PCA

e Describe the model diagnostics of an OPLS model

Data

In total, the data set contains N = 57 observations, 6 trees devided into segments of 8 by the internode
of the tree plus analytical replicates and K = 655 variables ('H-NMR chemical shift regions bucket
with 0.02ppm). The internode represents the growth direction of a plant. Internode 1 is the top of the
plant and 8 is the bottom. The observations (trees) are divided in two groups (“classes”):

. MYB76 poplar plant (Ai, Bi, Ci)
. Wild type Poplar plant (D7, Ei, Fi)

The name settings A, B, C corresponds to MYB76 plants and D, E, F to the wild type (control) plants.
The i after the letter corresponds to the internode number of the plant. The last 12 experiments in the
data set are analytical replicates i.e. samples that was run two times in the spectrometer. The analytical
replicates are marked with a r1 or 12 after the internode number.

The plant material were analyzed by a 500 MHz NMR spectrometer equipped with a HR/MAS probe.
The 'H NMR spectra were reduced by summation of all the data points over a 0.02 ppm region. Data
points between 4.2- 5.6 ppm, corresponding to water resonances, were excluded, leaving a total of 655
NMR spectral regions as variables for the multivariate modelling. A more elaborate account of the
experimental conditions is found in [1].

1) S. Wiklund et.al A new metabonomic strategy for analysing the growth process of the poplar tree. Plant Biotechnology Journal 2005 3 pp
353-362
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Tasks

Task 1 (PCA)

Import the file NMR METABOLOMICS PCA vs OPLSDA xIs and create a SIMCA-P project. The
imported file must be transposed before saving the project. In the Import Data Wizard, go to
commands/transpose, as demonstrated in the figure. Mark the first row and select primary variable id.
Make sure that the first column is marked as primary observation IDs. In the second column you can
see that the data has been extended to designate the different classes, this column will be used as a
response vector y in OPLS-DA regression. Mark this as Y in the data set. It is recommended to create
this discriminating vector although it is possible to define classes in SIMCA. The simple reason why
to do this is due to a risk that SIMCA might flip the vectors in different models and this could confuse
interpretation of multiple classes. When choosing creating a class vector where the control is 0 and
treated is 1, it is guarantied that the vectors will not flip and comparing data from multiple models will
be less complicated.

Import Data Wizard
Auto-Color Dataset

Auto-Format Column Widths
|§ The spreadshee s on the spreadsheet buttons or the formatting buttons to format the spreadsheet
Import Another File.,..

Varizble 1Ds Column Formatting » | 4 |»| 5 |«| 6 |=| 7 |«|] 8 |»|] 9 |»| 10 || 11 |-~

B Frimary A Row Formatting 4

B Secondary

Observation |Ds Cut Cirl+x 3 £ 2 ) i il 5 L
B Py Comy Cilsc (01361 -0,000107 -1.47753¢ -0,00016¢ 0,000205  0,000345¢ 0.000270; 459667 0,00019
o emy | Paste cel+v [116e: -0,00015E -4 67437¢ -0,00016€ 0,000407| 0,000310; 0,000224! 0,000112 0,00016
[ Secondary p— , [0125(-0,000102 -7,07346¢ -0,000302 0,000348! 0,000301! 0,000195] 4,953126' 000016
o S , D032 -0,000211 -0,000174 -0,000274 0.000112 1,39796e- -0,00010¢ -0,000127 -0, 94651
O xvaae O % » B191¢ -0,00023% -0,00016€ -0,00028¢ -7 68754¢ 7,B0468e- -1,05297¢ -0,00015¢ -0,00011
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The first task is to make a PCA overview of the data. Before any modelling is done, change scaling to
par (pareto) and define two classes (A,B,C=1 and D,E,F=2). Set model type to PCA, see figure below.
All these settings are done in the workset menu.

Workset

Overview | Variables | Observations | Transform | Lag Expand | Scale | Spreadshest

Observations: 57. Included: 57. Selected: 7

Primary 1D = Include
v B7

v BE
v C1
v C2
v i3
v C4
v Ch
v CE
v C7
v C8
v D1
v D2
v D3
v D4
v D5
v D8

Find and select: I:I E] Set class:
Find class: Class from obs 1D:

Use Simple Mode ] Mode\type:|PCA—X H Cancel ][

1
1
1
1
1
1
1
1
1
1
2
2
2
2
2
2
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Interpret the PCA model. Create the scores and DModX-plots. What do you see? Are there any
groupings consistent with the different plants? Internode variation? Any outliers? What about the
analytical replicates?

Hint: Colour the plot by classes and name the observations by their primary IDs.

Task 2 (Comparing PCA to OPLS-DA)

We will now compare PCA to OPLS-DA. Under workset / new as model 1 (if model 1 is the PCA
model). Exclude the analytical replicates and select the class variable as Y. Change the model type to
OPLS/O2PLS. Auto fit a model with 1+4 components. Compute the corresponding PCA model. Plot
scores and compare the results from the PCA model to the OPLS-DA model. What can bee seen in the
first OPLS-DA component? What can bee seen in the orthogonal components?

Task 3 (Diagnostics of OPLS/O2PLS-DA model)

How good is the model based on predictive ability? How much of the total variation in the data
corresponds to the separation between the wild type and MYB76 plants? How much of the variation in
the data is systematic but uncorrelated (orthogonal) to the separation between the classes? How much
of the variation in the data is noise?
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SOLUTIONS to METABOLOMICS with OPLS

Task 1 (PCA)

Interpretation of the first and second component, t1 and t2, indicates an internode variation along t1.
This common internod variation will deviate for the two plants at higher internode numbers, this is
seen in t2. With three components the WT and MYB76 class will separate. It is also seen that the
analytical replicates are quite stable compared to internode variation and differences between the two
classes.

Ps. NMR METABOLOMICS_ PCA VS OPLSDA - M1

- o
Type: PCAX Observations (N]=57. Yariables [K)=555 (=655, Y=0)
Components:
A R24 FZ4lcum] | Eigerw... a2 Lirnit Q2(cum) | Significance Iterations
1] Cent.
1 0,333 0,333 13 0,288 0,019 0,288 R1 23
2 0,212 0,545 12,1 0,271 0,0194 0,481 R1 20
3 0,133 0,673 7.6 0,235 0,0187 0,603 R1 23
NMR METABOLOMICS_ PCA VS OPLSDA.M1 (PCA-X), PCA |}
t[Comp. 1]/t{Comp. 2] e 2
Colored according to classes in M1

07 Internode

06 #SQd ection

0,5
0,4
0,3

0,2

'L\lkgs.v_m

0.1 Internode

t[2]

0,07
-0,1

0,2
0,3
04
0,5
0,6

-0,7

-09 -8 -07 -06 -05 -04 -03 -02 -01 0,0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9
1]

R2X([1] = 0,333338 R2X[2] = 0,211739 Ellipse: Hotelling T2 (0,95)
SIMCA-P+ 12 - 2008-03.03 15:40:58 (UTC+1)
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NMR METABOLOMICS_ PCA VS OPLSDA.M1 (PCA-X), PCA

t{Comp. 2J/t[Comp. 3]
Colored according to classes in M1

eon
~

t[3]

R2X[2] = 0,211739
Ellipse: Hotelling T2 (0,95)

R2X[

0,0
t[2]

0,1 0,2 0,3 0,4 0,5 0,6 0,7

3] = 0,133315
SIMCA-P+ 12 - 2008.03.03 15:43:28 (UTC+1)

The DModX plot indicates that a few observations are outside the model limits. However these
observations are only moderate outliers and will therefore remain in the model.

5 0PLSDA N1 (PCA, PCA

DModX(3](Norm)

Obs ID (Primary)

P I N I I T T I I T I I T T I T T I T T T T
3322330 TBIB8 5350338853083 8B LNNINELNBrERIREE STy Ry TS TS,

4
el oo ool ol ol
<Bgo08800SBE
bid

Task 2 (Comparing PCA to OPLS-DA)

A basic requirement to be able to interpret an OPLS-DA model is that we get a reasonably good
OPLS-DA model with a good Q2. This is in fact the basic requirements for all prediction modelling.
In this example we got a Q2 of 0,941 which is very high.

The advantage with the OPLS-DA model is that the between group variation (class separation) is seen
in the first component and within group variation will be seen in the orthogonal components. From the
plots below we see that the OPLS-DA model is a rotated PCA model.
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PCA

OPLS-DA

NMR METABOLOMICS_ PCA VS OPLSDA.M1 (PCA-X), PCA | I
t{Comp. 2J/t{Comp. 3] o 2
Colored according to classes in M1

NMR METABOLOMICS_ PCA VS OPLSDA.M2 (OPLS/O2PLS-DA), OPLS-DAWT s MYB76 M 1
t[Comp. 1]/to[XSide Comp. 2] e
Colored according to classes in M2

0,6
0,5
0,4
0,3

0,2
0,1

t[3]

to[2]

0,0
-0,1
-0,2

uonerrea dnoi3 unp

-0,3

-0,4
-0,5

-0,6

0,6 -0,5-0,4 -0,3 -0,2-0,1 0,0 0,1 0,2 0,3 04 05 06
1]

R2X (XSide

R2X[1] = 0,156759

59 Comp. 2] = 0,211296
Ellipse: Hotelling T2 (0,95)

SIMCA-P 12 - 2008:03-04 14:10:52 (UTC+1)

The difference between PCA and OPLS-DA is clearly visualized in the two plots above. In the PCA
model the difference between WT and MYB76 is seen in a combination of two component, t2 and t3.
In the OPLS-DA model the difference between WT and MYB76 is seen in the first component, t1.
The common internode variation is visualized in the second orthogonal component, to2.

The simple reason why this is seen is because this is the nature of the OPLS/O2PLS algorithm. The
algorithm will rotate the plane and separate correlated variation (in this example the two classes) from
uncorrelated variation between X and y. Uncorrelated variation is also called orthogonal variation and
is not related to the observed response y.

Because OPLS concentrates the between group variation (class separation) into the first component the
interpretation of the loading vectors will also be simplified.

Technical Note: As OPLS rotates the first score vector t1 when additional components are computed
the t1 vs. tol plot changes when you add additional components to the model. Make sure that the
model is optimized by using cross validation. Do NOT optimize the model by visualizing the class
separation from the score plot.

Task 3 (Diagnostics of OPLS-DA model)

OPLS-DA diagnostics are also separated into predictive and orthogonal variation. To answer the
questions in this task we need to understand all numbers in the model overview window seen in the
figure below.
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P NMR METABOLOMICS _ PC4

Warkset... H Optiohs. .. ] OPLS-DA mOdeI
Type: OPLS/02PLS-D4 Observat (1 +4 Comp)

Components:

Model summary A R | R2¢foum) | Eigenvalue R2v | R2vioum] 92|  G2(cum] | Signficance
b Model 0,769 0,977 0,941
Predictive variation 0 Cent. Cent,
> P 0,157 0,769 34,6 0,977 0,977 0,941 0,941 R1
=X Orthogonal 0,613 ]
Lo 1 0,287 0,287 12,9 0 0 R1
Orthogonal variation 2 0,21 0,498 3,51 0 0 R1
3 0,0587 0,558 2,69 1] 1] R1
4 0,054 0,613 2,48 1] 1] R1

Model Summary

R2X(cum) is the sum of predictive + orthogonal variation in X that is explained by the model,
0,157+0,613=0,769. Can also be interpreted as 76,9% of the total variation in X.

R2Y(cum) is the total sum of variation in Y explained by the model, here 0,977.
Q2(cum) is the goodness of prediction, here 0,914.

Predictive variation=variation in X that is correlated to Y

A corresponds to the number of correlated components between X and Y. If only one response vector
is used then A is always 1.

R2X is the amount of variation in X that is correlated to Y, here 0,157.

Orthogonal variation=variation in X that is uncorrelated to Y

A corresponds here to the number of uncorrelated (orthogonal) components. Each orthogonal
component is represented and can be interpreted individually.

R2X is the amount of variation in X that is uncorrelated to Y. Each component is represented
individually.

R2X(cum) In bold is the total sum of variation in X that is uncorrelated to Y, here 0,613.

Answers to questions
How good is the model based on predictive ability?
Q2=0,914

How much of the total variation in the data corresponds to the separation between the wild type and
MYB76 plants?

Predictive variation between X and Y R2X=0,157 which is 15,7% of the total variation in X.

How much of the variation in the data is systematic but uncorrelated (orthogonal) to the separation
between the classes?

R2X(cum)=0,613 or 61,3% of the total variation in the data.

How much of the variation in the data is noise?

This is the amount of variation that can not be explained by the model.
Noise=total variation in the data - predictive variation - orthogonal variation

Noise=1- 0,157 - 0,613=0,23 = 23%
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Conclusions

e OPLS will rotate the model plane towards the direction of Y

e The rotation separates correlated (predictive) variation from uncorrelated (orthogonal)
variation between X and Y.

e In OPLS-DA studies with two classes, the predictive component, t1, will describe the
differences between two groups and the orthogonal components will describe systematic
variation in the data that is not correlated to Y.

e The separation of predictive and orthogonal components will facilitate interpretation of
metabolomics data in terms of model diagnostics and also for biomarker identification. The
later will be described in another example.

e OPLS-DA in Metabolomics studies allows the user to mine complex data and provides
information which allows us to propose intelligent hypotheses.
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GC/MS Metabolomics with OPLS

OPLS in multi class metabolomics

Background

This exercise is the study of genetically modified poplar plant by GC/MS metabolomics. Two
modifications are investigated i.e. up regulation and down regulation within the PttPME1 gene. This
gene is involved in the production of pectin methyl esterase, PME, which is an enzyme that de-
esterifies methylated groups within pectin. Pectin is big complex polymer and will not be analyzed by
this type of technique. Never the less, the metabolic profile was of interest as both lines indicated
several symptoms of oxidative stress response.

Objective

The objective of this exercise is to shed some light on how OPLS may be used in state-of-the-art multi
class Metabolomics. In particular, the objectives are to:

e demonstrate how to extract putative biomarkers from the S-plot
e demonstrate how to provide with statistical evidence to extracted biomarkers

e demonstrate how to extract information that is unrelated (orthogonal) to the modelled
response, y

e demonstrate how to compare multiple classes by the use of an SUS-plot

Data

In total, the data set contains N = 26 observations (plants) and K = 80 variables (resolved and
integrated GC/MS profiles by the use of H-MCR [1]). The observations (plants) are divided in three
groups (“classes”):

. Control Wild type plant, 10 plants “WT”
. PttPME1 down regulated poplar, L5, 7 plants “L5”
. PttPME] up regulated poplar, 9 plants “2B”

The GC/MS data are three-way by nature with time, absorbance and mass dimensions. In this example
the three way data have been pre-processed by Hierarchical Multivariate Curve Resolution, H-MCR
[1]. H-MCR resolves the chromatic profiles, calculates the area of the resolved profiles and generates
the corresponding mass spectrum. The resolved mass spectrum can be subjected to a library search and
the compound can thus be identified. A more elaborate account of the experimental conditions is
found in referens [2].

1) Jonsson et. al Journal of Proteome Research 2006, 5,1407-1414, Predictive metabolite profiling applying hierarchical multivariate curve
resolution to GC-MS data-A potential tool for multi-parametric diagnosis

2) Wiklund et. al Analytical Chemistry 2008, 80, 115-122, Visualization of GC/TOF-MS-Based Metabolomics Data for Identification of
Biochemically Interesting Compounds Using OPLS Class Models
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Tasks

Task 1

Select File New and choose GCMS metabolomics_all.xIs. Choose the tab GCMS metabolomics Xylem.
On import set the first row to Primary Variable ID, second column to Secondary Variable ID and first
column to Primary Observation ID. Two columns have been appended to the data to designate the
different classes. One column for WT vs. 2B and the other for WT vs. LS. The WT plants are 0 and
the modified plants are 1 in both Y vectors. Set both vectors to Y. The last two columns in the data
called CV' 2B and CV L5 is neither X or Y variables. These two columns will be used in task 5 in order
to balance the exclusion of observations during cross validation. REMEMBER to exclude these two
columns in all modeling.

Before we make any OPLS modelling it is recommend that an overview PCA for each class is
performed. This is done to ensure that no outlier exists in the data. Exclude the response vectors WT
vs. L5 and WT vs. 2B before executing a PCA model. If outliers exists in the data these should be
checked historically for any explainable reason. Also check if the pre processing of the raw data is
correct.

Task 2 (Contrasting two classes)

We will now make two class models where in each model two classes are contrasted. In model 1 select
all WT and L5 observations and exclude observations from 2B. Define the WT vs L5 variable as the
single Y-variable under workset/variables and exclude variable WT vs 2B also remember to exclude
CV2B and CVLS5. Pareto scale all variables. Scaling is performed under workset /scale. In SIMCA the
default scaling is unit variance (UV). Change this to pareto (par), select all/pari/set. Exclude all
samples from class 2B under workset/observations. Under workset/model type select OPLS/O2PLS.
Autofit the model.

Do the same thing for WT vs 2B. Make sure that you use exactly the same variables and scaling in
both models. This can be done under workset/new as model (select the model with WT vs LS5).
Exclude all samples from L5 and include all samples from 2B. Compute the corresponding
OPLS/O2PLS model for WT vs 2B. Compare the results from the two models.

Workset |;\|’E|E\ Workset
Qverview || Varables | Observations | Transfomm || Lag E)q)andl Scale ‘Spreadshaet O\rgwiewl Variables | Observations | Transform | Lag Expand || Scale | Spreadshest
il e EE Vaniables: Included: 77 (=76, Y=1), Excluded: 36, Selected: 1
:”‘:’ J":' PT‘J'PE ez 1M :‘;’i 95‘:29 Al | Type Prmary D TMide.. | Comment Al [ x ]
in.. ode... ar 3 . ..
X Win.. HEPT.. Par = 1 534e.. 1153 T Vs L5
=l e = 0 B 1 =
X Win. LVai. Par  — 1o e L)) X Win001 CO1 - Dodeca.. 3
X Win.. ETHA. Par = 1 1588. 3098 ® Win001 C02  HEFTA.
¥ Win.. Ehan.. Par - 1 8346 1.823. Block weight: | Set ¥ WinD01_C03  Dodeca... o
X Win.. (ZAm.. Par = 1 2417 4786 (st v X WinD02_C01  LValine
X Win... ETHA.. Par = 1 3497.. 8.939. - X Win002_C02 ETHAN...
X Win.. Butan.. Par — 1 2906.. 7.297. Modiier: X Win002_C02  Ethanol..
X Win... 2-Fipe.. Par = 1 2361... 5.Me. 1 Set X Win002_C04 (2-Amin....
X Win... Lisol.. Par = 1 5,195... Sde+. X Win003_CD1 ETHAN
X Win... 12Bi.. Par = 1 8666.. 1614.
X Win_.. Glycer.. Par = 1 1.021 3617
X Win_. NA Par = 1 11:329 3623
X Win.. LGt Par = 1 117e.. 8161 Read Scaling... K
X Wn. Mac. Par 1 1os2. 1677 : ,‘:f”ggz—ggg SL;.E”D.'
X Wn. PYRO.. Par  — 1 5086 5121 % NIEC0T Llso
X Win.. NA Par = 1 7.503.. 3184, 3 = FyintbE_ FI80lEU. .
o ren - n - nara’ n'nne > [Scale from Sec. D =>
X Win004_C03 1.2-Bisit
Frdandselect: | | [+ IEEEEEED crith | - |
Compl 't Selecti Ctrl+
CmPTemEnt SEEcion * Find and select: I:I E] [Save As Default Warkset] | w |
m Madel t)'F‘e » Find in Primary ID' Column Help
Find in T identifications_070503 Column -
Find n "Type' Column Use Simple Mode | Modsltype: [OPLS/02PLS v | [ ok | [ Canesl | [ Hep |
Find in 'Block’ Calumn
Find in ‘Modifier' Column
Find in "Avg’ Column
Find in 'Std. Dev." Column
# Find Beginning With *..."
Find Containing *..."
Find Exact"...'
Choose select all/par and press set. Choose WT vs L5 as Y. Exclude WT vs 2B and CV2B and
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j Workset |:‘®

Overview | Varables || Observations | Transfom || Lag | Expand | Scale | Spreadshest |
Variables: 81, Selactsd: 0
Set Scaling
Prim TMi Type Block M Avg Std ~ Type
X Win_.. Dode Par - 1 414e 9729 Cot
X Win.. HEPT.. Par - 1 53e 1,153, —
X Win_.. Dode Par - 1 3742 5348 Block:
X Win... LVali... Par - 1 1492.. 6.001. — 1 w
X Win... ETHA.. Par - 1 1568.. 3.086. _
X Win... Ethan.. Par - 1 B346. 1823, Block weight: ==
X Win... (2-Ami... Par - 1 2417.. 4766 1/sart ~
X Win... ETHA.. Par - 1 3497.. 8939. _
X Win_.. Butan Par - 1 2,506, 7.257 Modfier:
X Win.. 2-Pipe.. Par - 1 2361 5.04e 1 St
X Win_.. Lsol Par - 1 5195 Sde= —
X Win_. 12-Bi Par - 1 8,666 1614 Set A
X Win... Glycer.. Par - 1 1.021.. 3617, —
X Win... NA Par - 1 1329.. 3623.
X Win... LGldt.. Par - 1 117e.. 8161 Read Scaling..
X Win... Malic.. Par - 1 1082.. 1677.
X Win... PYRO.. Par - 1 5066.. 5121.
e e - 1w w9 Emmees
w0 o i
Usc Simple Mode | Model type: | OPLS/02PLS + oK ][ cancel J[ Hep ]

(OPLS/02PLSClass

Set model type to OPLS/O2PLS

Specific questions:
Can you separate WT from L5 and WT from 2B by OPLS classification models?
How much of the variation in X is related to the separation between WT and L5, WT and 2B?

How much of the variation in X is systematic but uncorrelated to the separation between WT and L5,
WT and 2B?

Can you see any patterns in the score plot except for the separation between the classes?

Task 3 (Identifying putative biomarkers between Control and Treated)

Identify putative biomarkers by using the S-plot (p[1] vs p(corr)[1]) and the loading column plot (p[1])
with confidence intervals. Use the two plots interactively. The creation of an S-plot from the
predictive components can be performed under favourites/ OPLS-DA/predictive S-plot. The plot
settings should be slightly changed. The y-axis (p(corr)[1]) should vary between 1. Right click the
mouse and select plot settings/axes. Change the y-axis to =1 and the x-axis to be symmetric around 0.
The S-plot is only applicable if the data are pareto or ctr scaled.

Favorites o ox
=5 Favorite Project Files
[ Drag and drop files here ]
=3 Favorite Commands
E,?; MNew Workset
=

%] Standard Fit and Plots

(L}
=5 Favorite Plots and Lists
|: Score Scatter Plot
LE: Score Scatter 3D Plot
[:: Loading Scatter Plot
| Distance to Model X
| Hotelling’s T2Range plot
= 3 PLS Plots
[ Cosfficient Plot
[:; Observed vs Predicted
[ VIP
= 3y OPLS-DA
:

[:: Orthogoral S-plot

S-plot from the predictive component.
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Specific questions:

Why is the S-plot important?

What does the confidence interval seen in the loading column plot (p[1]) mean?

What are the default settings in SIMCA for the column loadings confidence intervals (what is o by

default)?

In what regions should you be careful when extracting putative biomarkers from the S-plot?

Why is it not recommended to only use the column plot with confidence intervals for putative
biomarker identification?

Identify the specific pattern seen in the orthogonal components by the orthogonal S-plot.

Task 4 (Investigate if the same biomarkers appear in two models)

In order to compare the outcome from two models the shared and unique structure plot, SUS-plot, is
useful. This plot is done from plot list/scatter plots/observations and loadings select the p(corr)[1]
vector from both models. Both axes in this plot should vary between £1. Right click the mouse and
select plot settings/axes. Change the both the x and y-axis to £1.

Specific questions:

In what regions will you find shared information?

In what regions will you find up regulated and unique information for L5?

In what regions will you find up regulated and unique information for 2B?

Task 5 (Change the sample exclusion during cross-validation)

Balanced models are important in “omics” studies. Often the number of samples in different classes is
unequal and this could make interpretation misleading. One alternative is to change the exclusion of
samples during CV to be more balanced between classes. This task is only for teaching, no solutions
are provided.

Make a new model with same settings as in previous tasks, both for WT vs L5. Go to workset/model
options/CV-groups. Select assign observation based on variable and choose CV5, finally group
observations with the same value in the same group and press apply.

Model Options
Model | Distance to Model | Coefficients || Residuals / R2 | Predictions | CV-Groups | More Options
MNumber of cross validation groups CV Groups
gt nie No Name Gr... |18
What should the assignment of cross validation groups be based on? 1 ¥5 5 1
(O Assign every Nth observation to the same group (defaut) -rE’ ig_g -2
7
() Assign observations based on the scores from model M1 v 7 *5_8 7
8 MWTID 1
(&) Assign observations based on vagiable V5 v 9 HKWT1 2
3& 10 KNT2 3
1 XWT3 4
12 KNT4 5
How should observations be grouped using the selected data above? ﬁ §:};§ ?
() Group similar observations in the same group 15 HKWT? 1
it SEagt 16 XWTE 2
(O Group dissimilar observations in the same group e e 2 -
(®) Group observations with the same value in the same group

Do the same thing with WT vs 2B but select the CV2B vector in cross validation. Do you get same
results as the default CV settings?

Copyright Umetrics AB, 08-08-15 Page 4 (11)



@ UMETRICS

Copyright Umetrics AB, 08-08-15 Page 5 (11)



@ UMETRICS

SOLUTIONS to GC/MS metabolomics

Task 1

No obvious outliers were found in the three classes.

Task 2 (Contrasting two classes)

A basic requirement to answer all the questions in this task is that we get a reasonably good OPLS-DA
model with a good Q2. To answer the questions look into the model overview window.

Py GCMS metabolomics - M104

‘Workget,.. ] [ Options... ] Title W T we L5 par Q
Type: OPLS/02PLS  Observations [M]=17, Variables [K]=81 [<=50, v=1]

Components:
A R2< | R2x[cum) Eigervalue R2v | BZv[cum) G2 Q2[cum] | Significan...
4 Model 0,753 0,942 0,764
0 Cent. Cent.
P 0118 0,753 12,8 0942 0,942 0,764 0,764 R1
=% Orthogonal 0,635 0
01 0,388 0,333 6,8 a a R1
0 2 0,197 0,585 3,35 a a R1
0 3 0,0499 0,635 0,849 a a R1

Model WT vs L5

P.. GCMS metabolomics - M92

Wwiorkset.. ] [ Options... ] Title vt vz 2B par Q
Type: OPLSA0ZPLS  Observations [M)=13, Variables [K)=81 =80, v=1]

Components:
B RZ< | RZx[cum) Eigenvalue RZ7 | B2y {cum) Q02 O 2(cumn) | Sigifican...
>
0 Cent. Cent,
P 1 0,101 0,589 11,2 0,845 0845 0,694 0,694 R1
=% Orthogonal 0,488 0
01 0,259 0,259 491 o] 1] R1
0 2 0,229 0,438 4,35 o] 1] R1
Model WT vs 2B
Answers:

Can you separate WT from L5 and WT from 2B by OPLS classification models?

WT vs L5: R2Y=0,942, Q2Y=0,764, good class separation and high predictive ability.

WT vs 2B: R2Y=0,845, Q2Y=0,694, good class separation and high predictive ability.
Better separation between WT vs LS5 than WT vs 2B

How much of the variation in X is related to the separation between WT and L5, WT and 2B?
WT vs LS: predictive component R2X=0,118->11,8%

WT vs 2B: predictive component R2X=0,101->10,1%

How much of the variation in X is systematic but uncorrelated to the separation between WT and L5,
WT and 2B?

WT vs LS: R2X=0,635-263,5%
WT vs 2B: R2X=0,488->48,8%

Can you see any patterns in the score plot except for the separation between the classes?
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A clear separation between the WT and L5 can be seen in the first OPLS component, t[1]. This
visualized separation must be combined with a high Q2 for a good class separation. Only a clear
separation in the score plot is NOT a valid class separation. It is also seen in the first orthogonal score
vector, to[ 1], that the WT class separates into two sub classes.

W e 28 par L
=

8000

6000

4000

2000

to[1]
o

-2000

-4000

-6000

-8000

-4000 -3000 -2000 -1000 0 1000 2000 3000 4000
1]

A separation between the WT and 2B can be seen in the first OPLS component, t[1]. The class
separation seen in model WT vs L5 is not as clear in this model. The reason why this separation is not
as clear in this case is due to the impact from class 2B.

Task 3 (Identifying putative biomarkers between Control and Treated)

The predictive S-plot is a good way to identify putative biomarkers. The column plot of p[1] is also of
relevance since it is able to provide the confidence intervals of each loading value.

WTvs LS WT s L5
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g
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WTvsL5 Loading plot with confidence intervals

Hint: sort the loading plot to ascending values.

It is clearly seen that e.g sucrose is highly uncertain as a putative biomarker. In the S-plot sucrose has
a high magnitude but a low reliability. This is confirmed from the loading plot p[1] where the
confidence limit crosses zero. An interesting putative biomarker is linoleic acid which both has high
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magnitude and high reliability and the confidence interval is also low. Other putative biomarkers are
glucaric acid, phosphoric acid and malic acid. All of these are of interest for further investigations.
Remember that these putative biomarkers are only statistically significant.

Hint: Make a list of all interesting biomarkers by marking those of interest in the S-plot and then right
click on the plot and create/list.

Why is the S-plot important?

The S-plot is an easy way to understand metabolomics data and is used to filtering out putative
biomarkers.

In this plot both magnitude (intensity) and reliability is visualised. In spectroscopic data the peak
magnitude is important as peaks with low magnitude are close to the noise level and are thus of higher
risk for spurious correlation. The meaning of high reliability means high effect and lower uncertainty
for putative biomarker.

What does the confidence interval seen in the loading column plot (p[1]) mean?

The confidence interval reflects the variable uncertainty and is directly correlated to the reliability.
The confidence interval is very useful in reporting the significance of a putative biomarker.

What are the default settings in SIMCA for the column loadings confidence intervals (what is o by

default)?

SIMCA will by default set the a to 0,05. The meaning of this is that a metabolite with a confidence
interval which does not cross 0 is by 95% statistically safe. An alternative interpretation is: the
probability of making the wrong decision from is 5%. The default setting can be changed.

In what regions should you be careful when extracting putative biomarkers from the S-plot?

Metabolites with: low reliability plus low magnitude and high reliability plus low magnitude are
uncertain. The importance of magnitude depends on how the spectral data was pre-processed. Always
remember to go back and check the raw data.

Why is it not recommended to only use the column plot with confidence intervals for putative
biomarker identification?

The signal to noise overview is much easier to see in the S-plot. The combination of both plots also
makes it easier to extract putative biomarkers.

Identify the specific pattern seen in the orthogonal components by the orthogonal S-plot.

The cause to separation seen in the WT class can be identified in the S-plot from the orthogonal
components i.e. p[1]o vs p(corr)[1]o.

WTvs 5
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06 B S R
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P s
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o N et | N N RN
5 -0.0
<
S 02 B R
0,4 ‘IA‘NGI'“O oE0s
e
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+algha-LINO

-0,7 -0,6 -0,5 -0,4 -0,3 -0,2 -0,1 0,0 0,1 0,2 0,3 0,4 0,5 0,6 0,7

Here it is seen that the sugars sucrose, fructose and glucose are the main cause to the first orthogonal
component. By double clicking on sucrose in the S-plot, the raw data plot appears. In the plot above
only the WT sample are seen, these have also sorted and plotted in excel to clarify the result.

Task 4 (Investigate if the same biomarkers appear in two models)
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WT vs 2B p(corr)[1]
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SIMCA-P+ 12 - 2008-03-18 13:65:10 (UTC+1)

It is visualized in the SUS-plot that many metabolites have the same effect on both L5 and 2B. Al
metabolites on the diagonal have same effect in both plants e.g. linoleic acid (down regulated) and
phosphoric acid (up-regulated). The broken line have same effect but in opposite directions in both

transgenic plants. Some of the unique metabilites found in L5 was glucaric acid, malic acid,

ethanolamine, butanoic acid. These were up regulated in L5. Quinic acid was also found as a unique
down regulated metabolite in L5, but this metabolite was also highly uncertain. In 2B it was found that

inositol was up regulated and several unassigned metabolites were found down regulated.

Copyright Umetrics AB, 08-08-15

Page 9 (11)



@ UMETRICS

P(corr) is directly related to Students t, see illustration below.

Using Students t by itself means that we are only looking at high effects and neglecting the peak
magnitude. It is well known that in spectroscopic data the signal to noise is highly important. This is
also a reason why the YELLOW area in the S-Plot is dangerous and prone to spurious results.

p(corr) vs t

L~
.9

—

p(cor

-15 5000 10.000 15.000 20.000

t-value

Copyright Umetrics AB, 08-08-15 Page 10 (11)



@ UMETRICS

Conclusions

e The S-plot can be done using PCA or PLS-DA ONLY if a clear class separation is seen in the
first component in the score plot. If not the vectors p[1] and p(corr)[1] will be confounded by
variation that is NOT related to class separation which will lead to an misleading
interpretation.

e We obtain a list of potential biomarkers which are statistically significant and which separate
one class from another.

e These biomarkers are statistically significant, but not necessarily biochemically significant.

e They may have biochemical significance and they may be the biomarkers we are interested in,
however, this must be established through extensive testing.

e Metabonomics/Metabolomics allows the user to mine complex data and provides information
which allows us to propose intelligent hypotheses.

e OPLS-DA is an excellent tool for this purpose.
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MVDA-Exercise METABONOMICS with OPLS

Using OPLS in metabonomics

This is a follow-up exercise to the exercise named METABONOMICS. It is recommended that new users of
SIMCA-P+ go through that exercise first.

Background

Metabolites are the products and by-products of the many complex biosynthesis and catabolism
pathways that exist in humans and other living systems. Measurement of metabolites in human
biofluids has often been used for the diagnosis of a number of genetic conditions, diseases and for
assessing exposure to xenobiotics. Traditional analysis approaches have been limited in scope in that
emphasis was usually placed on one or a few metabolites. For example urinary creatinine and blood
urea nitrogen are commonly used in the diagnosis of renal disease.

Recent advances in (bio-)analytical separation and detection technologies, combined with the rapid
progress in chemometrics, have made it possible to measure much larger bodies of metabolite data [1].
One prime example is when using NMR in the monitoring of complex time-related metabolite profiles
that are present in biofluids, such as, urine, plasma, saliva, etc. This rapidly emerging field is known as
Metabonomics. In a general sense, metabonomics can be seen as the investigation of tissues and
biofluids for changes in metabolite levels that result from toxicant-induced exposure. The exercises
below describe multivariate analysis of such data, more precisely 'H-NMR urine spectra measured on
different strains of rat and following dosing of different toxins.

Objective

The objective of this exercise is to shed some light on how PCA, PLS-DA and OPLS-DA may be used
in state-of-the-art Metabonomics. In particular, the objectives are to:

e demonstrate the strength of OPLS-DA compared with PLS-DA;

e demonstrate how the results of OPLS-DA can be used to investigate if there are species
differences when the rats are given the different drugs.

Data

In total, the data set contains N = 57 observations (rats) and K = 194 variables (‘"H-NMR chemical
shift regions). The observations (rats) are divided in six groups (“classes”™):

. Control Sprague-Dawley (s), 10 rats, “g”
. Sprague-Dawley treated with amiodarone (sa), 8 rats “sa”
. Sprague-Dawley treated with chloroquine (sc), 10 rats “sc”
. Control Fisher (f), 10 rats “f”
. Fisher treated with amiodarone (fa), 10 rats “fa”
. Fisher treated with chloroquine (fc), 9 rats “fc”

The urine 'H NMR spectra were reduced by summation of all the data points over a 0.04 ppm region.
Data points between 4.5- 6.0 ppm, corresponding to water and urea resonances, were excluded,
leaving a total of 194 NMR spectral regions as variables for the multivariate modelling. A more
elaborate account of the experimental conditions are found in [2]. We are grateful to Elaine Holmes
and Henrik Antti of Imperial College, London, UK, for giving us access to this data set.

1) Nicholson, J.K., Connelly, J., Lindon, J.C., and Holmes, E., Metabonomics: A Platform for Studying Drug Toxicity and Gene Function,
Nature Review, 2002; 1:153-161. 2) J.R. Espina, W.J. Herron, J.P. Shockcor, B.D. Car, N.R. Contel, P.J. Ciaccio, J.C. Lindon, E. Holmes

and J.K. Nicholson. Detection of in vivo Biomarkers of Phospholipidosis using NMR-based Metabonomic Approaches. Magn. Resonance in
Chemistry 295: 194-202 2001.
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Tasks

Task 1
Import the file Metabonomics_coded.xls. Mark the second column as Class/D and choose the length
2. This will assign the different classes automatically.

As you can see 6 columns have been appended to the data to designate the different classes. The
composition of these new class variables is seen in the figure below. Set these columns as Y variables.

Before we make any detailed modelling it is recommend that an overview PCA model of the entire
data set is computed. Such a model was shown in the METABONOMICS exercise.

Task 2 (Contrasting two classes)

We will now contrast two classes, the s and sa classes. Select observations 1-18 and Pareto scale the
X-variables. Define the sa variable as the single Y variable. Exlude the other five 1/0 variables.
Calculate a PLS-DA model with two components. Compute the corresponding OPLS-DA model. Plot
scores and loadings and compare the results of the two models.

Task 3 (Identifying potential biomarkers between Control and Treated)
Make S-plot and column plot of the models” loadings in order to identify potential biomarkers.

Task 4 (Investigate if the same biomarkers appear in two rat strains)

Compute multiple OPLS models contrasting two classes and try to elucidate whether the same
biomarkers appear as important in the different cases.

Task 5 (validate the OPLS-DA models by using cross-validated score plot)

In the ideal case, the external test set is prepared at a different time using a different set of samples.
However, in this exercise this does not exist and the second best alternative will be used instead. The
alternative way is to look at the cross-validated score plot which indicates the sample prediction
uncertainty.
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SOLUTIONS to METABONOMICS with OPLS

Task 2

The PLS and OPLS models are identical as they give the same prediction with the same number of
components. The advantage with the OPLS model is that concentrates the between group variation
(class separation) into the first component. From the plots below we see that the OPLS model is a

rotated PLS model.

Hetabenomies_coded M1 (OPLS/02PLS)
t{Comp. 1}to[xSide Comp. 1]

OPLS

Y]

Wetabonomics_coded M2 (PLS}
H[Comp. 1[Conp. 2]
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Technical Note: As OPLS rotates the first score vector t1 when additional components are computed
the t1 vs. t2 plot changes when you add additional components to the model. Later t vectors t2, t3 etc
are not rotated when a new component is added. The current example has only a small change but
larger changes may be the case. In the current example t2 has also changed direction, which can
happen but has no consequence.

Because OPLS concentrates the between group variation (class separation) into the first component the
t1 vs t2 plot visually improves the class separation for each component.

Task 3

By plotting the S-plot, the x-average plot and the column plot is a good way to identify potential
biomarkers. The advantage of using the Xavg plot is that many NMR spectroscopist like to resemble
the results in the original NMR shape as it help identifying the selected variables. The marked signals
reveal down regulated metabolites in the sa group. With NMR applications the line plot representation
is also prevalent because this format also looks like the NMR spectrum. However, the column plot
format is of relevance since it is able to provide the confidence intervals of each loading value.

Metabonomics_coded.M1 (OPLS/O2PLS), s vs sa
Xavg

Metabonomics_coded.M1 (OPLS/O2PLS), s vs sa
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Metabonomics_coded.M1 (OPLS/O2PLS), s vs sa
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Sorting of the column plot followed by zooming onto the positive end gives us the potential
biomarkers that have increased from the controls to the treated animals. Zooming at the other end
gives us the biomarkers that have decreased going from controls to treated animals. The confidence
intervals indicate how trustworthy the results are. Shift 7.22 —in the upper right plot -- has a large
confidence interval. If we double click on that column we get the lower right plot which shows a large
variation in that variable. Shift 3.58, in the upper right plot -- has a small confidence interval. If we
double click on that column we get the lower left plot which shows a small variation within the groups
and a large variation between the groups in that variable.
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The S-plot, i.e., p*1 vs p(corr) -- only applicable if the data are pareto or ctr scaled -- visualises the
information from the loading (p*1) plot and its confidence limits in another way, resulting in an easy
to understand plot that can be used to filtering out potential biomarkers.

In the plot below the highlighted potential biomarkers (variables) have a p(corr) above 0.82. This
means that in the plot variables with larger confidence intervals are not included and therefore remain
green. The Red area has potential biomarkers that have Low magnitude and a Low reliability and
therefore they are not related to Y, i.e. not affected by the treatment. The yellow area has a high pcorr
but low influence on the model. This is the area where there is a high risk for spurious correlations.
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Task 4
To accomplish this task, we run 4 OPLS-DA models in parallel:

[13 2

M1 Control Sprague-Dawley (s), 10 rats,  vs treated with amiodarone (sa), 8 rats sa
M2 Control Sprague-Dawley (s), 10 rats, vs treated with chloroquine (sc), 10 rats  “sc”
M3 Control Fisher (f), 10 rats “f” vs treated with amiodarone (fa), 10 rats ~ “fa”
M4 Control Fisher (f), 10 rats “f” vs treated with chloroquine (fc), 9 rats  “fc”
Solution A

Make an Splot for M1 and one for M3

M1 Control Sprague-Dawley (s), 10 rats, “s” vs treated with amiodarone (sa), 8 rats “sa”

M2 Control Sprague-Dawley (s), 10 rats,
M3 Control Fisher (f), 10 rats “f”
M4 Control Fisher (f), 10 rats “f”

vs treated with amiodarone (fa), 10 rats

vs treated with chloroquine (fc), 9 rats

vs treated with chloroquine (sc), 10 rats “sc

2

“fa’,

“fc”

Use the plot facility in SIMCA and mark the high magnitude/high reliability biomarker in one plot and
see where they appear in the other. This is one way of illustrating which biomarkers that are the same
in both rat strains. Please realise that SIMCA will scale the plots differently so to get the best plot you

need to rescale the axis in both plots so that they are identical and symmetrical.

Metabonomics_coded.M1 (OPLS/O2PLS), s=0 sa=1 Metabonomics_coded.M4 (OPLS/O2PLS), f=0 fa=1
p[Comp. 1]/p(corr)[Comp. 1] p[Comp. 1]/p(corr)[Comp. 1]
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Solution B
M1 Control Sprague-Dawley (s), 10 rats,

M2 Control Sprague-Dawley (s), 10 rats,
M3 Control Fisher (f), 10 rats “f”
M4 Control Fisher (f), 10 rats “f”

(I3l

S VS

treated with amiodarone (sa), 8 rats

vs treated with chloroquine (sc), 10 rats “sc

vs treated with amiodarone (fa), 10 rats

vs treated with chloroquine (fc), 9 rats

Plot p(corr)1 for M1 vs. p(corr)1 for M3 and p(corr)1 for M2 vs p(corr)1 for M4.

13 2

Sa
2
CGfa7’

GCfC”

1.98 in the right plot, which is in the upper right corner increases after treatment with amiodarone in

both rat strains.

3.26 in the left plot increases in Sprague-Dawley but decreases in Fisher rats after treatment with

chloroquine.
3.26 in the right plot decreases in Fisher rats and is constant in Sprague-Dawley after treatment with
amiodarone.
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et s e s M1 s vs. sa.p(corr)[1]
Task 5

Model validation should ideally be performed using an external test set. However, as OPLS uses full
cross validation one alternative approach is to look at the cross validated score plot. This plot
visualizes the stability for each observation in the model. In the two plots below it is seen that the
model with s vs. sa rats are much more stabile than the model with f vs. fa rats.
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Metabonomics_coded.M1 (OPLS/O2PLS), s=0sa=1 A t[1] (s)
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Statistical significance vs. biochemical significance

e We obtain a list of potential biomarkers which are statistically significant and which separate

one class from another.

e These biomarkers are statistically significant, but not necessarily biochemically significant.

e They may have biochemical significance and they may be the biomarkers we are interested in,
however, this must be established through extensive testing.

e Metabonomics/Metabolomics allows the user to mine complex data and provides information

which allows us to propose intelligent hypotheses.

e OPLS-DA is an excellent tool for this purpose.
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Identification of bias effects in transcriptomics data
OPLS-DA to find information about the uncorrelated variation

Background

The study of gene functions and behaviours are routinely performed by using dual-channel cDNA
microarrays. This technique will simultaneously quantify the expression levels of tens of thousands of

mRNA species most commonly as cDNA after reverse transcription. This technique has proven to be
highly useful in functional genomics studies.
The experimental procedure contains the following steps:

1. cDNA probes from a library are attached on a solid surface at pre-defined positions.

2. RNA samples are reversed-transcribed to cDNA. These are labelled with fluorescent dyes and
allowed to hybridize to the probes. In two channel microarray, two RNA samples (often
reference and treated) are labelled with different florophores e.g. Cy5 and Cy3 and measured
together on the same surface.

Superfluous material is washed away

4. Fluorescence signals are generated by laser-induced exitations of the residual probes. These
signals are assumed to be proportional to the expression levels of the RNA species in the
sample.

During the experimental data generation there are several steps where unwanted sources of systematic
variation may be introduced. Some of the most common sources of systematic variation are:

e Array bias-caused by offset between two analytical replicate using different arrays.
e Dye bias-caused by slightly different physical properties between different dyes.

e Spatial bias-reflecting regions on the microarray surface with stronger or weaker signals than
others.

The data set used in this exercise is called H8k and is comprised of 26 two channel cDNA microarrays.
The experimental design is a traditional dyeswap design containing a treated sample and a reference
sample measured using technical replication

Objective

The objective of this exercise is to shed some light on what type of information that can be extracted
from the orthogonal component.

Data

In total, the data set contains N = 52 (2*26) observations and K = 19199 variables elements on the
array. The observations are divided in two groups (“classes”) designated 1 for treated and 0 for non-
treated rats [1]. The data also contains observation information about array and dye and variable
information about different blocks on the array. This information will be useful when analysing the
data.

1) Bylesjo et. al BMC Bioinformatics 2007,85:207 doi:10.11/1471-2105-8-207,0rthogonal projections to latent structures as a strategy for
microarray data normalization

Copyright Umetrics AB, 08-08-15 Page 1 (6)



@ UMETRICS

Tasks

Task 1 (PCA)

Select File New and choose Transcriptomics.xls. On import set the first row to Primary Variable ID,
second, third and fourth row to Secondary Variable ID, first column to Primary Observation ID and
second, third and fourth column . One column have been appended to the data to designate the
different classes. The references samples are 0 and the treated rats are 1. Set this vector to Y. The last
column in the data called CV variable is neither a X or Y variable. This column will be used in cross-
validation in order to balance the exclusion of observations during cross validation. REMEMBER to
exclude this column in all modeling.

Start the analysis by an overview PCA for each class. Make a PCA of the entire X block using both
classes. Can you detect any outliers, patterns or trends? If outliers exists in the data these should be
checked historically and removed if there is a good reason.

Task 2 (Contrasting two classes)

We will now make a class model using OPLS. Define the class variable as the single Y-variable under
workset/variables and exclude CV variable. Pareto scale all variables. Scaling is performed under
workset /scale. In SIMCA the default scaling is unit variance (UV). Change this to pareto (par), select
all/par/set. Under workset/model type select OPLS/O2PLS. Before auto fitting the model the selection
of samples of cross-validation must be changed. This is done in order to balance the classes during
CV. Go to workset/model options/CV-groups. Select assign observation based on variable and choose
CV variable, finally group observations with the same value in the same group and press apply. Auto
fit the model.

Specific questions:
Can you separate the control from the treated by OPLS-DA?
How much of the variation in X is related to the separation between controls and treated?

How much of the variation in X is systematic but uncorrelated to the classes?

Task 3 (Identifying the variation seen in the orthogonal components)

Interpret the orthogonal components. Make plots from the orthogonal components to, po and colour
the plots by the extra information given in the secondary observation name and secondary variable
name. Can you understand what is seen in the orthogonal components?
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SOLUTIONS to OPLS with Transcriptomics data

Task 1 (PCA)

Tree outlier can be seen in the two groups i.e. nr 5 in both classes and nr 26 in class 2.

Transcriptomics.M1 (PCA-Class(1))
t[Comp. 1]/t[Comp. 2]
Colored according to classes in M1
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Same outliers were also clearly seen in the PCA from all classes. Nr 5 is an outlier in both classes i.e.
originates from the same array. This array was traced back to the experimental work and it was
verified that it was caused by an error during the experimental work. For this reason array 5 was

excluded prior to the OPLS-DA analysis.
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Task 2 (Contrasting two classes)

In the score plot the first component, t1, represents the variation caused by class separation. Class one
represents the reference samples and class 2 represents the treated samples.
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Transcriptomics.M8 (OPLS/O2PLS), Class model
t[Last comp.}/to[XSide Comp. 1]
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Answers to questions:

Can you separate the control from the treated by OPLS-DA?

Reference vs. treated: R2Y=0,989, Q2Y=0,96, good class separation and high predictive ability.

How much of the variation in X is related to the separation between controls and treated?

predictive component R2X=0,0138->1,38%

How much of the variation in X is systematic but uncorrelated to the classes?

Orthogonal component R2X=0,799->79,9%

Task 3 (Identifying the variation seen in the orthogonal components)
From the scores plot from tol it could not explained what caused this variation. However the

corresponding loading plot, pol, are not centred around 0 which clearly explain that this variation is

caused by a baseline shift. This is called array bias.

Transcriptomics. M8 (OPLS/O2PLS), Class model
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In the score plot from the second orthogonal component, to2, it is clearly seen that there is a
systematic effect of the two different dyes (Cy3 and Cy5) on the same array. Each array is represented
by one Cy3 and one Cy5 observation. In the score plot these two observations are slightly tilted,
indicated by the arrow in the plot below. The effect of dyes seen in to2 is also confounded by print tip
groups which can be visualized in the corresponding loading vector, po2.
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The corresponding loadingplot, po2, can be coloured by the different blocks to highlight the dye effect
which mainly can be visualised in the print tip groups.

Transcriptomics.M9 (OPLS/O2PLS)
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The loadings from the third orthogonal component indicates spatial bias i.e. regions on the surface
with stronger or weaker signals than others. Block 9 is one region with higher variability i.e. stronger
signals.

Transcriptomics.M8 (OPLS/O2PLS), Class model
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Conclusions

Normally in transcriptomics studies the bias effects i.e. array bias, dye bias and spatial bias are
removed prior data analysis. The focus on this exercise is to highlight the useful information
that can be found in the OPLS orthogonal components. The seen information should be used
to learn about the data and to improve future studies and if possible make better pre-
processing to remove the identified information.
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